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1. Introduction

One of the aims of the LivingKnowledge projectashiring a new quality into search and knowledge
management technology, by making opinions, biagerdity and evolution more tangible and more
digestible. In order to capture diversity in knodgde, we believe that developing more powerful tools
for extracting information from both text and naxtt media are keys to the success of the project.

The Web with its abundant amount of contents thatinuously cumulate is an excellent example of
diversity. It is widely agreed that knowledge isosgly influenced by the diversity of context, migin
cultural, in which it is generated. Thus, whileriy be appropriate to say that (some kinds of) @atk
dogs are food in some parts of China, Japan, Kd@as and the Philippines, this is unlikely to be t
case in the rest of the world [223]. A similar ey#e is provided in Fig. 1. Sometimes, it is nattja
matter of diversity in culture, viewpoints or onj but rather a combination of different perspai
and goals. In fact, knowledge useful for a certask, and in a certain environment, will often bet
directly applicable given other circumstances, @aiibthus require adaptation. Hence, there is @&girg
need to find effective ways of dealing with suchmgdexity, especially in terms of scalability and
adaptability in data and knowledge representation.

As first advocated in [117], we are firmly convimcéhat diversity in knowledge should not be
avoided, as often happens in approaches whereesagjrdtime, a global representation schema is
proposed. We rather see diversity in knowledge lesydeature, our goal being to develop methods and
tools leading to effective design by harnessingtratling and using the effects of emergent knowgked
properties. Using these tools, new knowledge carolitained by adapting existing knowledge but
respecting the not entirely predictable processnofvledge evolution and/or aggregation. We envisage
a future where developing diversity-aware navigatmd search applications will become increasingly
important. These applications will automaticallyasdify and organise opinions and bias in order to
produce more insightful, better organised, aggemhand easier-to-understand output. This can be
accomplished by detecting and differentiating befwewhat we call, diversity dimensions. This
explains our adoption of a highly interdisciplinagproach that brings together expertise from awid
range of disciplines: sociology, philosophy of scie, cognitive science, library and information
science, semiotics and multimodal information tgganass media research, communication, natural
language processing and multimedia data analysisrfg others). The proposed solution is based on the
foundational notion of context and its ability télise meaning, and the notion of facet, as fibnaty
science, and itability to organise knowledge as a set of interapkr components (i.e. the facets).

The purpose of this report is to provide the fouiwtes for the representation and management of
diversity, bias and evolution in knowledge. Thet reSthe report is organised as follows. Section 2
presents the topic selected as our use case arelretenant queries that we want the future system t
answer. Section 3 introduces the key notions ohiopi bias, diversity and evolution. Section 4 and
Section 5 describe the proposed technological isoluand briefly introduce the interdisciplinary
contributions to it, respectively. Section 6 maislynmarizes the state of the art as regards aiailab
technologies. From Section 7 to 9 the methodologigh actually contribute to the solution are
extensively described, namely Media Content Analygbm a socio-political perspective), Multimodal
Analysis (from Semiotics) and Facet Analysis (agdusn Library and Information Science for
Knowledge Organization purposes), respectively.ti®eclO0 mainly describes current cross research
activities between technical and methodology pastnend outlines future work. A set of final
appendixes are provided. They contain exampleshefapplication of the methodologies presented
(especially in terms of document annotation) amdsggaries of the relevant technical terms used.
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2. The use case, topic selection and relevant queri  es

For the purposes of the project, we decided toctelee topic “European elections: migration,
xenophobia, integration” as our use case. Thist@mid other$ will be used in this report to illustrate
the project requirements and the individual mettagies and technologies contributing to the sohutio

In particular, our focus is on the identificationdamanagement of diversity in knowledge and its
evolution in time, with particular emphasis givendpinion and bias detection. We provide here some
examples of relevant queries that we want the sysbeanswer:

* What are the maincpncepts, people, parties, countries, dates, réienls, etcl related to
integration?

« Which of these doncepts, people, parties, countries, dates, réisols, etd are most
[controversial, accepted, subjective, biased ] 2tc.

 What are the main parties discussing integratiora imegative, positive, controversial, dtc.
context?

* Which parties have changed their discourse ontateqp (i.e. from positive to negative)?

* Which politicians have changed their discoursemegration (i.e. from positive to negative)?

» Which periods of time are most important vis-a-unigegration, and how are other events
correlated to these periods?

Some other typical descriptive research questifsam(the socio-political perspective) include:

* What topics occur to what extent in the mediatetalirse ¢n integration, on the EU-Greens,
etc]?

* What actors in what roles are present in the medidiscourse on integration?

* What patterns of interpretation (frames) occurhie mediated discourser integration, on the
EU-Greens, et$?

* What are the main topicgactors and countries, arguments, framekatedto integration, to the
EU-Greens et¢?

« What are the mainppliticians, parties, organisations efcdiscussing iptegration, the EU-
Greens, et¢.in a [negative, positive, neutijatontext?

* What [politicians, parties, organisations efdiave changed their discourse on integration (i.e.
from positive to negative)?

* Which periods of time are most important vis-a-ingegration, and what other events are
correlated to these periods?

* How developed is the discursive character of statesfrom different goliticians, parties,
organisations et¢? In terms of an input-output analysis (officiahtarial and press releases in
comparison to mass media content, forums, blogs):

« How are Green party ideas (as a case) reportedfioiab sites penetrating media, blogs, and
forums?

* What differences exist between input (communicabanGreen Websites, press releases) in as
compared with output (discussion in media, blogayrs)?

In order to conduct our tests, certain documentauathe specific topic will be identified. They Wil
constitute the document corpus which is an integaai of the LivingKnowledge testbed. It will comta
text and images. We have decided to cover a spaatfd‘authority/bias” sources such as Government
Websites, official Websites (mainly parties and pamies), news, blogs and foruims

! To illustrate the notions of facet and facet asialyve frequently prefer to use examples from ttegli®ine domain. This is
mainly because it directly maps to the literatueerefer to.

2 Refer to WP6 activities and reports for details.



3. Analysis of opinion, bias, diversity and evoluti on

The purpose of this section is to introduce thecbhastions of opinion, bias, diversity and evoluatidn
particular, we illustrate how we see them as belogely intertwined.

3.1. Opinion and bias
We define an opinion as follows:

Opinion. An opinion is a statement, i.e. a minimum semalhicself-contained linguistic unit,
asserted by at least one actor, called the opifiotder, at some point in time, but which cannot be
verified according to an established standard oéleation. It may express a view, attitude, or
appraisal on an entity. This view is subjectivehvgositive/neutral/negative polarity (i.e. supptot,

or opposition to, the statement).

By ‘entity’ we mean something that has a distiretparate existence, not necessarily a material
existence; it may be a concrete object or an atistancept. In the sentence “President Obama katd t
police in Cambridge, Massachusetts, ‘acted stupidigrresting a prominent black Harvard professor”
the opinion holder iPresident Obamahe statement igolice acted stupidlyvhich expresses an opinion
with negativepolarity. We then define bias as follows:

Bias. Bias is the degree of correlation between (a) thiaqity of an opinion and (b) the context of the
opinion holder.

We thus see bias as a linking device. The polarfitgn opinion is the degree to which a statement is
positive, negative or neutral. The context mayrrédea variety of factors, such as ideologicalitjal,

or educational background, ethnicity, race, professage, location, or time. Bias is potentially
measurable directly in terms of a scale for thigalation e.g. measuring the minority/majority ataof
opinions in different contexts, particularly inagbn to cultural diversity [202][203][204]. For amxple,

by asking the questioWwhat proportions of conservatives, liberals andiaksts favoured integration of
Turkey into the EU i1999, 2004 and 2009%e begin to realise, in a scalable way, whetherpiblarity

of an opinion is correlated with the particular o of the opinion holders and, indeed, whether
changes in bias occur over time.

3.2. Diversity

We define diversity in relation to definitions thiaave emerged from Media Content Analysis [203],
[205], [206] as follows:

Diversity. Diversity is the co-existence of contradictory apins and/or statements (some typically
non-factual or referring to opposing beliefs/oping).

There are various forms and aspects of diversity:

* The existence of opinions with different polarityoait the same entity, e.g., at different times

» Diversity of themes, speakers, arguments, opiniclagns and ideas

» Diversity of norms, values, behaviour patterns, arehtalities

» Diversity in terms of geographical (local, regignalational, international, global focus of
information), social (between individuals, betweemd within groups), and systemic
(organizational and societal) aspects in mediaerdnt

» Static (at one point in time) and dynamic (longvigdiversity

» Internal diversity (within one source) and exterdiakersity (between sources)

Generally speaking, the followindimensions of diversity can be distinguished, both in texts and
images:

» Diversity of sources (multiplicity of sources okte and images)



» Diversity of resources (e.g. images, text)

» Diversity of topic

» Diversity of viewpoint

» Diversity of genre (e.g. blogs, news, comments)
» Diversity of language

» Geographical/spatial diversity

» Temporal diversity

More specifically, dimensions of diversity can lmnsidered at document level and at statement’level
With respect to images, the dimensions of diverfigtied above can be considered as well. More
specifically, the dimensions of diversity for imagaclude:

* Rights owner (person or professional agency whk tbe picture)

» Time (date and time the picture was taken)

» Location (where it was taken)

» Source (where it was published, e.g., Website,,lltmgm, PDF document)

» Production device (if the picture is computer gatedt, if it comes from a digital camera or a
scanner)

* Intent (it is used to attract the attention of abees, to convey emotional messages, to give
information for documenting a given claim)

» Sentiment (positive, negative or neutral)

» Context (characteristics of the text surrounding@ thicture, e.g., background of author,
considered aspect, theme of the text)

» Subject (words that describe what the picture shamg that can be linked to the same-similar
terms contained in the surrounding text)

» Settings (date and time the picture was taken, el6 & broader notions of time such as
night/day or summer/winter)

» Style (words describing the style of the photog, photorealistic, pictorial, etc )

» Pure visual diversity (how visually similar or disdlar images are, color-wise, structure-wise or
both)

Besides the diversity of the Web content itsel, diversity in queries might be relevant. Here possible
dimensions include the gender of the user, his newtlage, his personal background and the time of
query writing.

3.3. Knowledge Evolution

When analysing diversity, opinions, and bias, ofteroneeds a reference poifacts about politicians,
business events, and semantic relationships ameoigy organizations, and other entities. Suchsfact
are considered to be true, but are subject to pdeshdimension. In other words they evolve in time
For instance, the statememill Clinton is the president of the United Stétaas been true for a certain
time in the past, but it is not true anymore. We e as one fundamental diversity dimension.dssu
about their representation and harvesting are agedater in the report.

% These issues are extensively addressed in WP4h@seeport “Bias and Diversity: Approach, Methodsd Algorithms”)
8



4. Technological approach to the solution

Our objective is to enhance the state of the addweloping search facilities that determine dikgris
a completely automatic way and capture diversitglints dimensions. In this section, we describe o
proposed solution and how it is mapped with thénetogies that will contribute to it.

Fig. 2 shows the basic building blocks and the flofninformation of the proposed framework.
According to theuser querieg1) and the specific application (e.g. text or gmaearch, faceted search,
future predictiof), necessarynetadata(2) will be extracted and processed (on-line dHliog) from a
relevant set of multimodal documents, i.e. loeument corpug3), by using a set of suitabieols (4).
During the whole process, domain specifackground knowledg) will be used to support semantic
tools and to fix a common vocabulary both at thell@f document annotation (metadata) and queries.

USER
>|  QUERIES M
A searcH
( 5) AGGREGATION
\y FUTURE PREDICTION
................... .
: (2
BACKGROUND | METADATA FEATURE
KNOWLEDGE | EXTRACTION
1
1

PCr el ]

]

DOCUMENT
CORPUS

3

Fig. 2 —The proposed framework

More in detail:

(1) User queries express user requests, for instance a textualygoema higher level query
constructed by interacting with the user interfatéhe specific application used. Query results
might be a plain list of documents or pictures .(éngthe classic text or image search) or a
complex integrated view summarizing the differenvedsity dimensions identified (for
instance in terms of results aggregated by opimuwain topics, actors, etc. similarly to faceted
systemd). The main issues here are how to identify andearequery results to the uer

(2) Metadata are extracted from documents and are of fundarhenfertance to respond to the
user queries. They include feature vectors and rdeati indexes. As it may result natural, at
this level we need powerful indexing solutiGns

(3) The document corpusis the set of documents which are anal§sed

* Future Predictor will be one of the applicatiohattwill be part of the Livingknowledge testbed (8/®/P7).
® See for instance the Flamenco initiative: httifenco.berkeley.edu/

® See also the work in the context of WP6 (delividfy1).

" Again addressed in the context of WP6 (deliverylp6



(4) Feature extraction toolsare the technological solutions responsible ta@gss the document
corpus and identify specific parts in them whichtain relevant information. They will mainly
work off-line for the extraction of the diversityndensions from documerits

(5) Background Knowledge encodes domain specific knowledge in terms of eptx and
semantic relations between them (see how it coaelddne in [215]). It is used to give formal
semantics to both metadata and user queries. Nakiae this is essential to ensure
interoperability as the recent trends in the semavib suggest (see for instance [224]).

For instance, in Section 2 we have provided theviehg two examples of queries:

« What are the main {concepts, people, parties, camsmtdates, resolutions, etc.} related to
integration?

 Which of these {concepts, people, parties, cousitridates, resolutions, etc.} are most
{controversial, accepted, subjective, biased, &tc.}

Corresponding metadata will include the list of Hcepts, people, parties, countries, dates,
resolutions, etc.} and opinions extracted from dlseuments which are relevant to the integratiofctop
All the {concepts, people, parties, countries, gatesolutions, etc.} and opinions should be exqméds
using the available background knowledge to enisiieeoperability.

To address these queries, we need tools able &rtdanhd extract the main {concepts, people,
parties, countries, dates, resolutions, etc.} ftben text, images and possibly other media contained
the documents, detect opinion and bias and praadsgprize/aggregate/compare/visualize the results.
All such tools should be diversity-aware, namelgytishould be able to capture diversity dimensions b
extracting features, indexing documents and praggnesults accordingly. Current state of the aolg
are presented in Section 6.

As described in the next section, to process dataili be fundamental to follow appropriate
consolidated methodologies (see next section). @rike main roles of technologies will basically be
trying to automate, adapt and possibly improve qrokesses.

8 In our settings they are maintained by Europeashie and crawled by Yahoo! Search Media.

® See all the work in WP2 and WP4.
10



5. Interdisciplinary contributions to the solution

We strongly believe that dealing with diversity u@gs a high interdisciplinary approach. The foliogy
methodologies are considered fundamental contdbstio the solution:

Media Content Analysis (MCA) from a social sciences perspective. The analygidlly
starts from the formulation of some specifésearch questionsin terms of topics, actors and
patterns of interpretation (i.e. indications abbatv the discourses are framed) that need to be
investigated. The work proceeds with the identtfaa of specificvariables(i.e. the metadata),
which make up th&€odebook It consists of different characteristics for gvemriable to ask
specifically about in the relevant media, and @&f ithstructions for the manual coding. The set of
relevant media (e.g. documents, newspapers, webbitegs and forums) is called tdecument
corpus (equal to a sample in social sciences). In padiguwariables are extracted on different
levels of the documents: some address the wholendext and its source, some focus on claims.
Note that the term “claim” is taken from the redgnised method for analyzing public discourse
(i.e. political claim analysis) and hence denothe ‘expression of a political opinion by physical
or verbal action in the public sphere” [23]. Weereto “claim” in a more general sense of
“statement” as the expression of an opinion in public sphere. The variables from the
Codebook, which are further aggregated imidicators are used for statistical purposes when
addressing the research questions. The significahdfdis methodology lies precisely in its
capacity to detect context and cultural diversity.

Multimodal Genre Analysis (MGA) from a semiotic perspective. MGA is a two-stepcess.
First text-and-image combinations, i.e. multimodadaning-making units are identified and
annotated in Websites. Then, they are groupedanset ofhierarchical patterns(the MGA
templates) includingjnter alia, genres and mini-genres such as logos, contaotniaition,
menus, ‘running text’ paragraphs. Detailed analgdisuch patterns, functioning on different
scalar levels, helps predicting where specific rimfation will or will not be found in a Website.
Inspired by Halliday’s theory of meaning, which pg@ghe existence of at least three separate
meanings intertwined in every communicative adg #pproach views opinion, bias, and other
appraisal systems, as part of interpersonal medbui§s5] and not, in themselves, as part of
what Halliday calls ideational meaning, i.e. thgrmssion of ideas. In this view, language and
other semiotic resources such as colour, gestwee, gshapes, lines etc. are pattern-forming
systems which govern the relationship between petsonal and ideational meaning-making
systems. This approach thus has the potential tecdeatterns and to predict where to find
relevant information and opinions and bias vissmre factual information.

Facet Analysis (FA)from a knowledge representation and organizatenspgective. FA is the
process necessary for the construction Baeeted Classification (FCbf a domain [70][71]. An

FC is basically a set of taxonomies, calfadets which encode the knowledge structure of the
corresponding domain in terms of the standard tersesl, concepts and the semantic relations
between them. For each domain, facets are groupgedspecific fundamental categories which
capture the basic knowledge components in the donfariginally, Ranganathan [70][71]
defined five fundamental categories: Personalitgftht, Energy, Space and Time (synthetically
PMEST). Later on, Bhattacharyya [78] proposed anesfient which consists of four main
categories, called DEPA: Discipline (D) (what wdl @domain), Entity (E), Property (P) and
Action (A), plus another special category, calleddilier. For instance, in the medicine domain
(D) the body parts (E), the diseases which afteetrt (P) and the actions taken to cure or prevent
them (A) are clearly distinguished. Modifiers ased to sharpen the intention of a concept, e.g.
“infectious disease”. An FC is typically used tassify books in the domain according to their
specific meaning, in contrast with classical enwatiee approaches. They have a well-defined
structure, based on principles, and tend to ensbdeed perceptions of a domain among users,
thus providing more organised input to semanticgetapplications, such as semantic searching
and navigation [208]. Our challenge will be to adapd scale such methodology to the Web.

11



Fig. 3 shows how these methodologies are integratted the overall framework. Black boxes
correspond to the methodologies described above.

* MCA is central. Most of the work in the project aimsautomate this part of the process. See
the vertical line including points (1)(2)(3). Manuwading is substituted by (semi-)automatic
feature extraction and statistical analysis is stuted by indexing and aggregation techniques.

» ConverselyFA is horizontal. During the first phase, based andhalysis of typical research
questions (which correspond to the user queriesileBook templates (the metadata and rules
to fill them) and the document corpora used in MEA, is used to generate the FCs (i.e. the
background knowledge) for the domains of interésbl( at the three arrows pointing to the
Faceted Classifications box). Notice that this psscis done off-line and is typically carried
out by domain experts. In order to test the framm&wave chose as the topic: “European
elections: migration, xenophobia, integration” ag ase case and identified the following
relevant domains: Political Science, Sociology, dhsjyogy, Economics, Law, Geography,
History, Philosophy, Religion and Information, Magkedia Research and Communication.
Corresponding domain specific FCs have been gextelat our Library Science experts. They
can be easily extended or adapted later. Thisnslaknown feature of FCs [215]. During the
second phase, as described in [208], which extdralsvork in [209][210], FCs are then used
as a controlled vocabulary during the whole procese the arrows from the Faceted
Classification box to the research questions aadbdebook). Background knowledge is used
both at the level of tools (4), metadata (2) andrugueries (1) to disambiguate and ensure
interoperability.

* MGA contributes by identifying areas in the documevttich are relevant to the extraction of
specific information, for instance for opinions ands. MGA is therefore functional to the set
of feature extraction tools, which are meant toomite the annotation processes of the
methodologies, are used to fill the Codebook (regméed for instance as a set of feature
vectors and indexes) with the information extradtedh the document corpus.

MCA

Research (1)

[ questions

A STATISTICAL ANALYSIS

\ 4
CODEBOOK

¥)) FEATURE

FA
EXTRACTION

variables

i ﬁ\‘ & ‘@ &——>| indicators <

FACETED

| CLASSIFICATIONS _| @ @)
ANNOTATION

e 1

3)

DOCUMENT
CORPUS

MGA

Fig. 3 —Technological integration of the methodologies dbuting to the solution

The methodologies are extensively described irbéions 7, 8 and 9.
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6. State of the art

6.1. Generic feature extraction and clustering tool  s: an introduction

Any automatic analysis of text or images involves iaitial stage where basic features such as
statements in text and objects or low-level fealureimages are extracted. Developments in natural
language processing that identify and annotatersetts include entity tagging, entity resolutiom an
relationship extraction. Of these, entity taggisgan almost solved problem for most common entity
types (e.g., person or organisation names) anevaadttools, e.g. ANNIE/GATE [109] are available.
Relationship extraction between entities can berieghr out with unsupervised, for instance
[102][103][114][125][127][132], or supervised mankilearning approaches, e.g. [138].

Facts and opinion extraction

General fact extraction is a far more complex psedhan relation extraction and should be builtnupo
relation and predicate argument extraction [130].

Extracting opinions from free text is a key taskaopinion mining, since all subsequent mining,
retrieval, and analysis stages crucially dependt.oany existing efforts have focused on sentiment
analysis that determines semantic orientation, (vehether a positive or negative sentiment is
conveyed). The basic approach is to look at co4weoge patterns with paradigm words (e.g.,
“excellent” and “poor”) [112][120][136] or by expiiing additional data such as word glosses [113].
Other approaches detect semantic orientation biyiagpmachine learning techniques [111][137]. For
product reviews — a specific kind of opinion of lnigpmmercial interest has been studied to produce a
concise summary [128][133][107][121]. Additionallgutomatic approaches to filter untruthful reviews
(that try to manipulate the customer) have beediesti[112]. Other methods exploit the “knowledge of
the masses”, by utilising massive user bases fealepinions about news [116].

Key notions in our definition of bias are the pdlaof an opinion and the context of the opinion
holder. Several techniques to identify and anatysi@ion are available: opinion mining, or sentiment
analysis, has been mainly considered as a binaryhi@e-class classification problem. Applied
techniques include natural language processingneaxchine learning [87] which are mostly applied to
online product reviews. Some research exploreprbielem of identifying the opinion holder; Kim dt a
[125] exploit lexical and syntactic informationjri and Hovy [126] analyse the semantic structure of
sentences and use semantic-role labelling to afieion holder and topic; Bethard et al. [108] s
a semantic parser-based system which identifiesiapipropositions and opinion holders. In the latte
system, the semantic parser labels sentences hethatic roles (e.g. Agent and Theme) by training
statistical classifiers and is endowed with adduio lexical and syntactic features to identify
propositions and opinion holders. Work on relatopgnion holders with their personal background is
still unavailable. However, some techniqaesconsider diversity as discussed below.

Diversity in search

Diversity of search results in text retrieval ha&seib considered in the context of result diverdiica
Since user queries may well be ambiguous as redheilsintent, diversification attempts to find the
right balance between having more relevant resafitthe ‘correct’ intent and having more diverse
results in the top positions. In order to improgemsatisfaction, the top-k results are either ednixy
diversity [104][128] or diversified optionally bylustering them according to the different diversity
dimensions covered [115][131].

Diversity in queries is mostly related to user imtehen posting a search query. Existing research i
this area deals with classification of user quesaesording to content destination (e.g. informadion
navigational, transactional) [126][106]. Some valder diversity dimensions, as considered here, are
certainly available through meta-information (esgurce and resource dimensions). The identificaifon
other values requires automatic algorithms for dogetection, language identification, information
extraction and opinion mining.

13



Image search engines with diversification of searmesults constitute a relatively new area of
research, where one way of increasing diversity isnsure that duplicate, or near-duplicate images
the retrieved set are hidden from the user [10§}, ley forming clusters of similar images and shuayvi
one representative for each of them. Other appesaoke semantic Web technologies to help increase
the diversity of the search results. For instanténageCLEF [122] image search results are present
as columns corresponding to the individual topissavered.

Context analysis identifies relevant informatiorhinel the content, especially spatial and temporal
information. With images, such techniques can ifietite original source of the picture which may be
of better processing quality, or even for autometgging [135] (e.g. tags propagated from one intage
another).

Features for diversity dimensions in images canekwacted directly from EXIF information
inserted automatically (digital camera) or manug#lyg. by the photographer) in an image file. la th
absence of EXIF tags, some features can be deusied) image-retrieval techniques [110], forensic
techniques [134][129], and algorithms for automaijc annotating images and extracting high-level
semantic features [119].

Text Genre, Register, Type

Genre and register are abstractions that charsetdre cultural and situational (e.g. spoken vétem)
context of language use. One fairly influentiale@sher in statistical approaches to genre/register
analysis is Douglas Biber. [192] provides an owwion the typical techniques used. Rather shallow,
abstract features such as part-of-speech, closetl slasses, and type/token ratio are analysed ansme
of dimensionality-reduction techniques such asoiaahalysis and cluster analysis to characterisis te
on dimensions such as “informational vs. involver” “overt expression of persuasion”. To avoid
confusion with the inherently situational definastions of genre/register, Biber uses the notiohestt
type’ to refer to clusters characterised by sudbraatically extracted dimensions. His most recerakb
[193] constitutes a more comprehensive overviewhese techniques.

A common criticism of Biber's quantitative, dataivémn approach to register analysis is that the
elicited dimensions and text types are sort of ad. IMichael Halliday's work (e.g. [194]) is a good
source for a more methodological, linguistic acdoon genre and register that can be used for
gualitative, model-driven register analysis.

It should be noted, however, that bridging the lgapween quantitative and qualitative approaches to
register analysis is an ongoing scientific and alodhallenge. Qualitative approaches are basedrimh a
prior and to some extent generic model that is usednalyse text manually. The inherent mapping
between linguistic surface features and model dépenuch on human interpretation. Quantitative
approaches elicit typically flat models automatigabut these models tend to differ from analysis t
analysis. [195] constitutes an interesting recétatngpt by Biber and Jones to bridge this gap (feom
admittedly quantitative perspective). They autonaly segment research articles into discoursesunit
use factor analysis to reduce Biber’s typical steféeature set to four dimensions, and clusteryarsal
to elicit a text type for each discourse unit.

For Livingknowledge understanding the reflectiorfs(lsidden) situational factors on observable
linguistic features is apparently relevant. Immealiapplications include clustering search resuts b
genre or visualising mentionings of some entityngltime and some situational dimension.

Web Genre Classification

Meyer zu Eissen and Stein [196] investigate getassdication of Web search results. Based on a use
study and a pragmatic manual analysis, they digisingthe following (Web) genres: help, article,
discussion, shop, portrayal (non-private), porttdpaivate, aka personal homepage), link collegtion
download. They provide an in-depth analysis of uisééatures for automatic genre classification,
focusing on features that can be computed withoregtsle effort (lookups and simple POS-tagging).
They distinguish among (1) presentation featureshss average number of <p> tags), (2) closed word
sets (such as average “word class”, or average euoflturrency symbols), and (3) text statistieg(s

as average number of punctuations), and (4) PO&d¢papeech) categories (such as average number of
nouns). Reported average classification accuraih @vM) on the 8 genre classes tested with 10-fold
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cross validation on 1200 documents is about 70%ging between 55% and 80% for the individual
genres.

Boese and Howe [197] explore Web genre evolutionsactime. In particular, they are interested in
how robustly Web genre can be automatically cleegsifvhen the training corpus and the test corpes ar
deliberately drawn from distinct periods (in thenga of ~ 6 years). They observe that genre
classification is remarkably stable in such periduswever, this may be in part due to their corpus
design. They carefully align (fairly small) availalzorpora used for Web genre classification whiirt
temporal counterparts via URL. Robustness of gelagsification may then be partially due to theeéix
domain. However, at least they took care thatrdueing set and test set were disjoint in terms/BLs.
Reported accuracies for their classification maetyidies at around 75% (55% - 87%) for the Meyer zu
Eissen corpus, and at around 80% (50% - 90%) fer \WebKB1997° corpus crawled from 4
universities (genres: course, department, stuésselty).

This little survey is by no means exhaustive, buteg an overall impression: Web genre
classification uses non-topical, stylistic surféeatures to group Web pages into genres. No agneeal
taxonomy of genres exists and, in all probabilityi@ will ever exist. The boundaries between geares
soft, i.e., Web pages may belong to more than emeeg Accuracies for single label genre classificat
lie at around 75%, some portion of the remainingp2bay be due to the soft boundaries.

Topic Classification and Clustering

Classification (also called Supervised Learninghhis process of finding a set of models (or funjo
which describe and distinguish data classes oregiagcfor the purpose of predicting the class ¢éatb
whose class label is unknown. The derived modbh&ed on the analysis of a set of training daga, (i.
data objects whose class label is known). In theesd of document classification our objects ame th
documents and we aim to automatically assign thientabels like “Sports”, “Music”, or “Computer
Science” to these documents.

Formal Problem Setting: letl = (d,,...,ds) be the document vector to be classified and
C1...,& the possible topics. Further assume that we haveaiaing set consisting of N
document vectorsl;,...dy with true class labels 1y...,. N is the number of training
documents for which the true classjis ¢

There exists a great variety of classification md#hsuch as Naive Bayes, kNN, Rocchio, linear
SVM, etc., all of which operate on a high-dimensibfeature space usually constructed from word
occurrence frequencies in documents (and possibiyesadditional input such as anchor texts in
hyperlink neighbours, neighbour topics, etc.). Wkelbwn software packages comprising classification
algorithms include WEKA [198] and SVMIlight [200].cauracy depends on the specific categories and
number of training documents available and is @ydetween 70 and 95 percent.

Unlike classification, which analyses class-lalekltata objects, clustering analyses data objects
without consulting a known class label (unsupexvisgarning); i.e. class labels are not known and
training data is not available. Clustering can bedtto generate such labels. The objects are dste
grouped based on the principle of maximising theaiuster similarity and minimising the interclesst
similarity. That is, clusters of objects are fornsdthat objects within a cluster have high sintian
comparison to one another, but are very dissintdaobjects in other clusters. Each cluster that is
formed can be viewed as a class of objects, frontiwhules can be derived. Clustering can also
facilitate taxonomy formationthat is, the organization of observations inthierarchy of classes that
group similar subclasses together. In our contewd, aim to cluster documents into groups of
thematically related documents.

Software packages for clustering include CLUTO [[1&@¢d WEKA [198].

10 http:/ivww.cs.cmu.edu/afs/cs.cmu.edu/project/ta8twww/data/
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Frameworks for Information Extraction from Text

Information extraction is concerned with extractisiguctured information from text. From a fairly
abstract perspective this usually involves theofeihg steps:

» Segmentationchunking text into segments. Typical exampleshed are sentence splitting and
tokenization.

» Classification labelling segments with some class. Typical eXempf this are POS (part-of-
speech) tagging, noun and verb phrase extractodspamed entity labelling.

* Normalization mapping segments to some equivalence class. dlypiamples of this are
stemming and lemmatization (at a low level), andaference resolution (at a higher level).

Of course concrete extractors often perform moae thne of these steps at once.

The past 10 years’ technology for information estien has matured along two main lines. Firstly,
for some low level tasks, such as sentence spjitimd POS tagging fairly robust components have bee
developed. Secondly, component-oriented framewimkimformation extraction have been developed.

The two most well known frameworks are GATENd UIMA'Y. Both frameworks use so-called
annotation graphs (see, e.g. [201]) for imposingsgmy multiple layers of structure on text (nobatt
standard XML cannot be directly used for expressmdtiple, possibly conflicting layers of structire
and on this basis make it possible to compose nmdbtion extraction components into processing
pipelines. While GATE and UIMA follow a very similaesign, and, in fact, UIMA components can be
integrated into GATE (and in principle also vicesad, there are a few notable differences, too. EAT
annotations need not be formally specified witly@etsystem, whereas UIMA requires types. This, on
the one hand, eases working with GATE; on the otiend, it may be one reason for UIMA to
reportedly scale better (the other reason for UIMB&ing more scalable is that it supports distidiout
more readily). GATE comes with a rich set of compuis for all sorts of basic processing tasks,
whereas UIMA is a framework, and the set of puplatailable components is rather limited.

In the context of LivingKnowledge, the output ofns® components for information extraction is
needed in order to derive a feature vector on decusy segments, sentences etc. For very simple
feature vectors, such as bag-of-words from docuspemte does not need such information extraction
frameworks. However, as soon as some non-trivegssteire involved, it certainly makes sense to use
such frameworks for setting up robust processipglpies, and extracting features from the annatatio
layers in a principled manner.

6.2. Available tools for Text Analysis

Natural language processing (NLP) tools offer they kechnology for extracting opinions and
understanding bias and diversity in text. Statéhefart NLP tools and techniques are being resedrch
by several partners within the consortium and ametriouting to the work of the project. UniTN is
developing a range of tools all of which are cutisetrained and evaluated on English text only, tinait
can be adapted to other languages for which sitmdaming resources are available.

To pre-process the text, text is separated intdeseas and tokens using standard rule-based
techniques. After tokenization, morphological pgirg is applied: POS (parts of speech) tagging and
lemmatization. The POS tagger has been traineth@iénn Treebank and uses the corresponding tag
set (http://www.computing.dcu.ie/~acahill/tagsehht The training was carried out using the online
Passive—Aggressive algorithm [141] and uses theufeaset described by Collins [140] with a linear-
time Viterbi decoder. It tags 13,000 words per selcon a 2.6 GHz AMD machine and achieves a
tagging accuracy of 97.3% on sections 22—-24 ofRben Treebank, the standard test set for English
POS taggers.

" http://gate.ac.uk/

2 http://incubator.apache.org/uima/
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Dependency Parsing and Predicate-Argument Extractio

To extract syntactic and shallow semantic structure employ the LTH syntactic—semantic parser
[146]. The following figure shows an example of tiipe of structure created by the parser.

ROOT

OBJ PMOD
?E% L NMOD ] LOC ‘ NMOD ]
Chrysler plans new investment in Latin America
Ao\ TR0 A A2
plan.01l investment .01l

Fig. 4 —An example of structure produced by the syntaaimantic parser

The outputs of the system are the following:

» Surface-syntactic dependency relations represettiagtructural relations between words. For
instanceChrysleris the subject of the veilans andnewis a modifier ofinvestment

» Logical predicates and their corresponding wordsedabels (dictionary entry identifiers) in the
PropBank [146] and NomBank [145] lexicon. For imsta, the verlplans corresponds to a
logical predicate that is an instance of the PrapBantryplan.01 Similarly, investmentefers to
a predicate defined in NomBankiasestment.01

* Semantic role relations between predicates and nagts. For instance, the predicate
corresponding to the worglanshas a planner relation to its first argument,ehgty referred to
by the wordChrysler This is encoded by the labAD, which is the identifier of the planner
relation in the PropBank entptan.01 Analogously,Chrysleralso functions as an InvestaxQ)
for the predicate denoted by investment.

The system has a speed/accuracy trade-off optiothd high-speed mode, a cubic-time syntactic
parser is used without integration of syntactic aadhantic analysis. In this mode, the system pseses
450 tokens per second on a 3.2 GHz MacPro machihge the syntactic accuracy is 85.8 and the
semantic F-score 79.5 on section 24 of the Peneb@rg&k (see [147] for an explanation of these
measures). In the high-accuracy mode the syntanticsemantic stages are integrated [144] a syotacti
parser with Of) runtime is used. This system processes roughtpkéns per second, while the
syntactic accuracy is 88.5 and the semantic F-s8ar8. In the high-accuracy setting, the system
recently achieved the highest score of all evatlaistems in an evaluation of 20 different systems
[147].

The existing system can only handle English textesiit was trained on the Penn Treebank corpus
of English text. However, since it is a statistisgbtem, it can be re-trained on similar corporaotber
languages. Apart from English, there are small handotated corpora with syntactic and semantic
structures for other languages (including Catal@hinese, Czech, German, Japanese, and Spanish
[143]).

Subjective Sentence Classification

UniTN has implemented a baseline classifier to s&pasubjective and objective sentences. It has bee
trained on 15,753 sentences from the MPQA opiniampws [148]. The classifier currently achieves a
precision for subjective sentences of 0.72 andcallref 0.75, evaluated via a 5-fold cross-validati
over the MPQA corpus.

Currently, the classifier uses a bag-of-words featepresentation of the sentence, but plans &xist
investigate whether a higher level of accuracy lbarreached by using complex linguistic structures.
The classifier is a linear support vector maching was trained using Liblinear implementation [142]
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Named Entity Recognition and Coarse Word Sense Dis@iguation

Barcelona Media extracts named entities using th@e&ense Tagger [139]. This tool outputs three
types of tags:

» High-level WordNet sense labels (41 tags)
« CoNLL-2003 named-entity tags (4 tags: location,agikneous, organization, and person)
*  BBN Pronoun Coreference and Entity Type Corpus mherity tags (105 tags)

The tagger processes roughly 250 words per secand & GHz AMD machine. The reported
performance figures of the word-sense tagger areeision of 0.77 and a recall of 0.78 on the SemCo
corpus [207].

Representing facts

When analysing diversity, opinions, and bias, ofteroneeds a reference poifdcts about politicians,
business events, and semantic relationships betyeeple, organizations, and other entities. Ideally
these facts should be systematically organised eomaprehensivikknowledge baseToday, there are
some sizable knowledge bases like DBpEdiareebasd, TrueKnowledg®, or YAGO'. They contain
millions of entities, along with semantic type infmation. In particular, YAGO [92] has harvested
Wikipedia and integrated the results with the WagtXaxonomy of classes so that all entities in
Wikipedia are properly assigned to semantic class¥#£GO.

In the following, we refer tdacts as logical statements that are commonly assumbd toue. They
are not necessarily provable, but usually undispufewo examples are the following first-order
formulas: shape(earth, sphere)and speed(light, 300000km/s)A higher-order example is:
happenedBefore(invented(Cerf, Internet), inventedi{Brs-Lee, Weh))We focus omrelational factsof
the formpredicate(consgt const, ..., const) where the argumentonst throughconst, of the predicate
are individual entities or constant values. Exam plee:

politician (BarackObama)
politicalOffice (BarackObama, presidentOfUSA)
meeting (BarackObama, AngelaMerkel, 26-June-2008shington/DC)

Without loss of generality, we can concentrate arafy relations. Higher-arity relations can be
represented by reifying relational instances arnidgutheir identifiers as arguments in other relagio
For example, we can represent the meeting betwbam@ and Merkel as:

id1: meeting(BarackObama, AngelaMerkel)
id2: meetingDate (id1, 26-June-2009)
id3: meetingLocation (id1, Washington/DC)

Our overriding goal is to capture the evolutiortto$ kind of relational knowledge, and to connéct i
with opinions, their diversity and evolution.

stmt (Plato, believes, shape(earth, disc)),
stmt (Galileo, doubts, shape(earth, disc))

Knowledge Harvesting

For building and maintaining large knowledge bases,need to harvest facts about entities and their
relations from data sources on the Internet. Theseces can be a) structured like databases and
factbooks, b) semi-structured like Wikipedia infale and lists, or ¢) unstructured natural-language

13 http:/iwww.dbpedia.org
4 http:/lwww.freebase.com
15 http:/iwww.trueknowledge.com

18 http:/iwww.mpi-inf.mpg.de/yago-naga/
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like Wikipedia articles, biographies, news articleg. Extracting entities and facts from soursesasy
for a), non-trivial but reasonably well understdodb), and difficult for c). The technology for alang
with cases b) and c) is known @sformation extraction (IE). State-of-the-art IE methods are
(combinations of) rule-based pattern matching, n@tlanguage processing (NLP), and statistical
machine learning (ML) [89].

With large knowledge bases about typed entities WIAGO or DBpedia, it is fairly easy to detect
and extrachamed entitiegconstants in unary predicates) in both semi-atred and natural-language
text sources. While NLP-based tools such as GATBIAN’ or OpenCalaf§ may still play a role,
lookups in an explicit knowledge base are oftenimmore effective and efficient. dloesrequire entity
disambiguation in moving from surface strings sastliMrs. Merkel” to entities such @ggela_Merkel
but this problem is faced by all methods in the samay. YAGO includes aneansrelation between
strings and entities, derived from Wikipedia redirens, WordNet synsets, and other sources along
these lines. This, together with the type informat{e.g.,type(Angela_Merkel, politiciaj) provides a
great asset when establishing proper mappings.

IE for semantic relationgbinary predicates) between entities is substiintiarder and the focus of
our work. It can be pursued in an output-orientedyéted (“closed”) manner or in an input-oriented
generic (“open”) manner.

In the case obutput-oriented targeted IEwe are guided by a given set of relations forolhive
would like to gather instances. We are flexiblechoosing our sources (e.g., we can opt for easier o
cleaner sources with high return) and we can ekpboiundancy on the Web. Moreover, we have great
flexibility regarding how deep natural-languagettexanalysed in a demand-driven manner. Snowball
[90], Text20nto [84], LEILA [91], DARE [99], and SB)E [93] are examples of such IE methods, with
Wikipedia being the most prominent source of raferimation. A typical use case is to find tAéma
Mater of as many scientists as possible or many CEO&opfpanies, using a small set of seed facts for
training.

In the case oinput-oriented generic IE we are focusing on a given input source (e.gardicular
Web page, news site, or discussion forum) and densill conceivable relations at once. This apgroac
inevitably requires deep analysis of natural-lamgudext, and can only be successful if sufficient
training data is provided. Here training data taflic has the form of fine-grained annotations for
complete sentences or entire passages (e.g., tpBa&rk [86] or FrameNet corpdfa This kind of
training data is much harder to obtain. TextRuriB2t, StatSnowball [101] and tools for semanticerol
labelling [96][85] fall into this category of IE gapoaches. A typical use case is to automaticalhotate
news and extract as many relations as possible éawh news item.

Input-oriented generic IE is more ambitious tharpattoriented targeted IE, but requires many
more computational efforts for natural-languagelysia and critically depends on the availability of
sufficiently large and representative training dathus, output-oriented targeted IE usually achseve
significantly higher accuracy, and is generally enoobust. In the LivingKnowledge project, we will
initially pursue output-oriented targeted IE methodlVe are compiling a catalogue of selected key
relations, along with specific seed facts, thatagicularly relevant for IE and opinion analyaisout
politicians, business entrepreneurs, actors, argess. Note that targeted IE of this style yields anly
new facts but also extraction patterns. These qpattean, in turn, be used for input-oriented IE on
arbitrary sources such as news, as long as we fottise same set of interesting relations.

MPII applies SOFIE [151] in order to extract factspecially about individuals from unstructured
texts to extend the YAGO ontology [150]. The defomt of fact is based on that of statement. A
statement is a tuple of a relation and a pair dities. A statement has an associated truth vafldear
0, which is denoted in brackets. A statement wiithtvalue 1 is called a fact. For example,

bornin(AlbertEinstein, Ulm) [1]

7 http://gate.ac.uk/ie/annie.html
18 http://www.opencalais.com

19 http://framenet.icsi.berkeley.edu/
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where bornin is the relation between entibertEinsteinand Ulm. So given a document and a
relationr, SOFIE is capable of extracting a list of indivadsiofr from the text.

In addition, the LEILA [1] system extracts a lidtterm pairs for a given relatianwithout the need
of an underlying ontology. For the relatibarnin, this results e.g. in

bornin(Albert Einstein, Ulm) [0.8]

from the sentence “Albert Einstein was born in Ulmhere0.8is a confidence value.

In order to obtain a high accuracy, the raw texisutd be categorised according to domains. A
domain should contain a main topic like global wexgnor several highly related subtopics like vasiou
digital camera products.

Opinion Extraction

For the opinion extraction task there should bed gaandards for training and evaluation. The gold
standards for training and evaluation are manuatigotated subjective expressions, opinion source
and opinion target in each document. To save tm®tation overhead, the annotations are only in
domain related sentences.

* Subjective expressiora subjective expression is any word or phrase tsexpress an opinion,
emotion, evaluation, stance, arguing etc. In [1#8$, referred to as a private state. The texhspa
of a subjective expression is a minimal constituwavering a private state

* Opinion source the person or entity expressing the subjectiaression, possibly the writer.
Each opinion source is a noun phrase

» Opinion target targets of the subjective expressions. More $ipatly, the concept, entity, or
fact about which the opinion is expressed. Mostlyaaget is a noun phrase, if a target is
expressed in terms of a clause containing a faetiarget can be represented as a fact

Each subjective expression should contain an at&ilndicating the polarity of the opinion, if it
expresses a negative, neutral or positive opiniois also desirable to annotate the opinion intgns
(low, medium, high, extreme) of the opinion express if the time is allowed. In addition, if theaee
several targets or opinion sources associated different subjective expressions, the corresponding
associations should be annotated.

For the sentence “We fear an early death much méiedr” is the subjective expression, “we” is
the opinion source and “early death” is the targbe polarity is negative and the intensity is high

Besides the expression-level annotation, a docustenild be assigned with a global opinion, if the
writer holds a strong negative, weak negative, nagéwiveak positive, strong positive opinion abd t
main topic. The document level annotation is afspartant because many documents contain a mixture
of positive and negative opinions. Hence, it isrddse to identify the dominated ones.

Simple opinionsonly use likes/dislikesmodalities about simple statements such as inaiVid
entities. Likes/dislikes are often referred to @mdarities and their strengths may be additionally
guantified, leading to the following form of simplgpinions: opinion (subject, modality, strength,
statement or objecfB7][101]. Examples are:

opinion (userl, likes, 0.9, BarackObama)
opinion (user2, likes, 0.7, AlGore)
opinion (user2, dislikes, -0.3, politicalOffice@dre, VicePresidentOfUSA))

6.3. Available tools for Image Analysis

With the advent of digital media the role of imageshe communication process has steadily gained
significance. In particular, a single image candhaconvey precise information or detailed dataaon
given event/subject, but an image can often transma more effective and immediate way, a message
or an emotion. The use of visual data encapsulatedextual data powerfully enriches the
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communication process that the writer is performidgother consideration concerns the role of
photography as a means for the faithful and trpeogtuction of real events, and the use of imagesnwh
documenting facts to be described. Two aspects teebd considered: on one hand, photographers by
taking pictures choose their own way for reportimgevent (as do writers); on the other hand, pstur
may be manipulated before their use, thus convegitigrent information with respect to their origin
intent. Hence, the value of photography as a readreétvents must be established carefully. To
summarise, images have three main roles withimanmenication process, i.e. they can be used:

a. To attract the attention of observers a picture can be included in a document to dttrac
attention and make the document more appealingtoBéestance Fig. 5

b. To convey emotional messagesmages used to document a real situation, buhetsame
time conveying an emotional message with a negatipdication. See for instance the picture
in Fig. 6; the messages of drought and flood réhehreaders in a very immediate way; in Fig.
7 the image reporting a polar bear is used, inrashto the one in Fig. 5, to convey a negative
message, e.g., the ice melting as a consequemgebafl warning

c. To convey information when documenting a given clan: images can be used to reproduce
and support a claim, e.g., the existence of glalaaiming (e.g. Fig. 7).

Fig. 5 -Example of a picture included in a document faraating the attention of observers.

Considering these important roles of images, dlésr that technological means for image analysis
would be extremely useful for the evaluation, ustimding and validation of pictures used in the
communication process.

A ship on the river Rhine in Duesseldarf, Germany, July 25, 2003, during the extreme heat wave that Dievastation in coastalVenezuela caused by the December 1999 flows of mud and racks. [Law=an
scorched Europa for much of the summer. Low water levels meant bigger shipe could transport only Smith, L.5. Army Corps of Engineers|
30 to 50 percent of their normat carga. AP Photo/Martin Maissner|

Fig. 6 - Example of images that convey an emotional messdéfea negative implication.
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Left: In 1978, the Oori Kalis Glacier looked like this, flowing out from the Quelccaya lce Cap in the Peruvian Andes
Moauntains. Right: In 2002, the view of Qori Kalis has changed dramatically with a massive 10-acre Lake forming at the
ice margin. [Courtesy of Professor Lonnie G. Thompson, Byrd Polar Research Center, The Ohio State University)

Fig. 8 -Example of images used to document a given claim.

It has been recognised from the outset that mutlianaspects of documents would in general play a
supporting role in the extraction of facts, opirgphias and diversity rather than a central roleb&bly
the most direct contribution will come from CNITasd UNITN’s work on Image Forensics and the
detection of image manipulation that, in some cas®s/ provide evidence that a biased view is being
projected.

Content Based Image Retrieval

Content Based Image Retrieval (CBIR) systems aimrg@anise and find images in large databases
based on their low-level features. The retrievakcpss usually relies on presenting a visual quetie
system, and extracting the set of images that fitefte user request (query-by-example mechanism)
from an image database. This process involvesxtiaation of a set of descriptive features thatused
to perform the matching between the query anddlget images according to some distance measures.
Several years of research in this field [152][1%3¥] have highlighted a number of problems related
this process. In particular, images with high featsimilarities to the query image can be veryedéht
from the query in terms of the interpretation magiea user (user semantics). This is referred tinas
semantic gap, which characterises the differendevdsn low-level image content and high-level
semantics. Several additional mechanisms have iné@duced to achieve better performance. Among
them, Relevance Feedback (RF) is a very powerhlltmiteratively collect information from the user
and transform it into a semantic bias in the re&igrocess [155].
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UniTN has developed a content-based image retrigxstbm for low-level features extraction from
the entire image or from regions such as: colotogimm, moments of the color distribution, edge
histogram and wavelet texture histogram (see MPEtaridard [156]). To reduce the semantic gap,
UniTN uses two different feedback mechanisms: hufeadback or automatic feedback based on pre-
classification of image corpora. Relevance feedkalkwvs the system to collect information from the
user and transform it into a semantic bias in #tdaval processThe system uses relevance feedback
and a stochastic algorithm called Particle Swarrtimdper (PSO) [157] in tandem. PSO is a population-
based stochastic technique that allows complexmopdition problems [158] to be solved. In recent
years, PSO has been used as a way to generataseptiparameters for several algorithms and has also
been proposed also in the field of CBIR. In [159etailed study of the use of statistical methads i
image retrieval problems was recently presentedersvtthe image retrieval task is treated as a
classification problem. A very preliminary versiohUniTN’s work was presented in [160], where the
concept of PSO-CBIR was first introduced. In thystem, retrieval is formulated as an optimization
process which is iterated until convergence. Imagéing in the form of an ordered list is providesl
the final product (various interfaces are alsovedid). In order to evaluate CBIR systems, perforreanc
evaluation measures have been proposed based an ptieeision (number of relevant images
retrieved/total number of images retrieved) and réeall (number of relevant images retrieved/total
number of relevant images).

In the future, UniTN plans a more complete low-lef@ature library both organising all the feature
vectors in a hierarchical way and exploiting metadaformation. They also intend to contribute to
building a corpus of data, linking documents witincepts in an ontology or taxonomy. Finally, using
concept networks, they plan to link up similar ges, objects, people, according to visual featares
semantic concepts.

In order to carry out these tasks, UniTN requiraages with certain characteristics, i.e. photos or
computer generated images (no tables or graphsyokiad of line drawings). However, for their fueur
work, to carry on the research activity on opini@m&l emotions conveyed by images, they will need
information about opinions linked to images andcpptual features that characterize such opinions
(semiotic features, e.g., colour or perspectiverim@ation). Then, to improve the performances oirthe
CBIR system, they will need contextual links betw@mages, and annotations about concepts, people,
places and events on a set of images, used fomgatheir algorithm.

Image Forensics Technologies

In today’s digital age, the ease of creation amtrithution of digital images causes their importatc
increase day by day. But a co-occurring disadvaniaghe ease with which digital content can be
manipulated, casting increasing doubt on its viglids an accurate and trustworthy representation of
reality. Digital images are used in the communa@raprocess to convey a given message or an emotion
in an effective and immediate way, or as a meanshio faithful and true reproduction of real events
to document facts and support a given claim. Batatailability of low-cost hardware and software,
useful for modifying digital images in their aspemt semantics, imposes the parallel advent of
technologies needed for assuring that what we egeng in a photo is a true representation of what
really happened. Recently, image forensics has lzgaly proposed as a valid technological means
for ensuring the credibility of digital images, byth extracting knowledge about the origin of the
content [161] and detecting the application of dewariety of manipulations [162]. Image forensgs
based on the idea that inherent traces (like difiitgerprints) are left behind in digital mediarthg
both the creation phase and any other subsequeoégses [163]. By relying only on the analysed
data, without any previously embedded informatipaséive approach) and without the knowledge of
the related original data (blind method), forenchniques capture a set of intrinsic information
carried out on the digital asset by means of difieanalysis methods (e.g. statistical, geomedti)
and provide useful information on image history.

Knowledge about manipulation suffered by imagey pravide evidence that a biased view is
being projected. The exploitation of technologisalutions can help in the analysis of pictures, by
making important details more obvious that humaseokers can barely perceive or report during
manual image annotation. By looking, for instaratethe first photo in Fig. 9 there is no eviden€e o
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the tampering that has occurred, but by applyingrisic algorithms (in particular those developed in
WP4 for bias analysis) the manipulated region @tobated, as shown in the photo (Fig 5. b). thés
human observer who understands what objects dre tonsidered as relevant in an image, and thus if
interesting objects are specified by manual imageotation, forensic technologies could only be
applied to such regions.

a) Tampered image b) Analysed image
Fig. 9 - Tampered and analysed image

In the context of forensics, CNIT is carrying oesearch activities in both main directions: i.e.
source identification and tampering detection, rieo to acquire a set of features characterisiragas.
In fact, a forensic algorithm can be seen as axiceblock taking an image as input and providiogs
information as output which make it possible tadre¢valuate, understand and validate pictures unsed
the communication process.

Regarding information on content origin, the aimaoforensic block is to identify the source that
produced the picture. Specifically, CNIT are workon:

» a forensic block that can determine whether theupcis computer generated or from a camera
[164][165]

» aforensic block that can determine whether theupgccomes from a digital camera or a scanner
[166]

Usually, such methods are based on a classifies, thquiring a large image corpus for training the
classifier before fine tuning the system.

Regarding the detection of the application of aemdriety of manipulations, different forensic
blocks are able to distinguish whether the imadfesed different processing operations. They foons
some forensic blocks providing information on:

* re-sampling operationwhen geometric transformations are applied (@ttion, scaling) a re-
sampling of the original image to a new sampling ¢ included [167][168][169]

* double JPEG compressiorwhen creating a digital forgery, it is always essary to resave the
modified image: since JPEG is a very common forrtied, tampered image may incur double
JPEG compression [170][171][172][173]

» copy-move forgerya part of the image is copied and pasted ontthanpart of the same image
[174][175][176][177]

» brightness, contrast and colour enhancement opeva& in order to enhance the image’s
aspect some operations which adjust brightnesq,[t@8trast [178][179] and colour are applied
to images

Usually such methods work for good-quality (low-qmession) images and dimensions of at least

about 300 x 300. Accepted formats are RAW, TIFEGQFPNG, but not GIF.
Almost all the mentioned forensic blocks are urdirelopment at a more or less advanced stage. The
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study and development of some algorithms hastst#tart (in the next months). However, all blocks
will be refined during the project.

UniTN has developed a method that differentiatdsvéen photorealistic and photographic images.
In particular, they have implemented a forensitibégue for automatically detecting local forgeries,,
objects generated with computer graphics softwaae dre inserted into natural images, and viceavers
One of the first approaches in this direction weesented in [180] where wavelet-like decompositfon
used for constructing a statistical model for pgoaphic images. Another wavelet-based approach has
been proposed in [181]. Also a geometry-based agprdas been proposed in [182]. Other techniques
exploit imaging sensor pattern noise statisticS[fB4]. Recently, a novel approach was also preskn
in [185] where differences in perception of compgenerated and natural images are analysed.

UniTN has also developed a forensic technique &dyae a common form of manipulation based on
the ‘composition’ of two or more people in a singieage, i.e., it allows one to detect composites of
people. The approach estimates a camera’s pringpait from the image of a person’s eyes.
Inconsistencies in the principal point can be useeévidence of tampering. In fact, in authenticges
the principal point is near the centre of the imaden a person is shifted in the image as pattef
creation of a composite, the principal point is mwproportionally. Differences in the estimated
principal point across the image can thus be usexvidence of tampering [186].

Other Image Analysis Tools and Techniques

SOTON has a number of tools for analysing imagetesdnand context. In particular, they have a
collection of tools that generate various low-lewmeage feature vectors. Given an image, these toels
capable of creating a fingerprint for the imagepi€glly, these fingerprints can be compared or hexc
to find similar images, or instances of the samage In the past, SOTON has also been particularly
interested in developing feature vectors that abearches for a particular object, or sub-imagthiwa
large collection of images. These feature vectoay miso work when the query image exhibits large
amounts of geometric distortion with respect toithages being matched [189].

At a higher level, they have tools that allow as&yof image content at a level that humans can
comprehend. For example, tools are available [1®ttermine:

» whether or not an image is in focus

« the number and positions of the faces in the image
» whether the depicted scene is indoor or outdoor

» whether the depicted scene is urban or rural

» whether a flash was used etc.

SOTON is also working on “automatic-annotation” teyss, e.g. [187][188]. These systems apply
machine learning techniques, which given enougimitrg data (i.e. pairs of <feature vectors, list of
words describing an image>) are able to learn hmwasisociate low-level image features with words
describing an image’s content in a human langu@gee the automatic-annotator has been trained, it
can be used to predict annotations or words for, pegwviously un-annotated images.

It should be noted that the performance of all lifse techniques is highly dependent on many
factors [187]. In particular, the choice of featwextor morphologies and the amount of trainingadat
can have a massive impact on how well an autoraatiotation system works. Additionally, automatic
annotation systems do not work equally for all veorlor example, they might be able to learn a good
representation of what a Dalmatian looks like, fattwhat a Terrier looks like.

Finally, SOTON has developed software that is ablsemantically link images with contextual
information. For example, given a photo with tinseAtion information, they can determine what the
weather was like when the photo was taken, whatestavere in the news at that time and what the
nearby geo-tagged Wikipedia articles are.

For input, SOTON software basically requires imaigesuitable formats (such as JPEG or PNG).
They can transform image formats automatically efjuired. Training classifiers and automatic
annotators sometimes requires substantial amo@ismtated image data. Annotations for this could,
for example, be provided manually, or extractedmnatically from collateral text within the document
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embedding the image. Keywords, captions, and éalf' tare a good source of data for this, and #l$®
possible that natural language processing techsiqueuld be employed to find relevant
words/phrases/sentences/paragraphs in the docutselit Some ideas for new functionality to be
developed within LivingKnowledge include:

» The extension of SOTON'’s own and other existingustbmage matching strategies [189][190]
to provide annotations and facts. For example, tlweuld like to investigate automatically
determining geo-location of the image by matchiggiast large sets of geo-tagged images,
determining the original source (i.e. the particutaage in a photo-agency’s catalogue) of the
image, and propagating knowledge from visually Eimimages of the same subje&uch
knowledge may be obtained from multiple sourcegcHigally DBpedia and GeoNames, but
also for example from collections of data accunmadaspecifically for an LK scenario. The
Southampton team has been accumulating econommrmation, weather and climate
information and geographical information. Commoaparties such as time and location may be
used to connect data together, so for example g gueh as 'was it sunny when this image was
taken' is possible by using metadata and/or imagehing techniques to determine when and
where the image was taken, and then cross-refegtitis with the collected weather data.

» Investigating and developing improved auto-annotatnodels. In particular, they are interested
in scalability and active learning (i.e. insteadtiafining once at the beginning, the system is
always learning new relations). They would alse lik investigate the use of better annotations,
and the fusion of multiple-image feature types.

« Extending and developing novel techniques for thgadhic incorporation of available
contextual information. In addition, the ability be able to fuse the outputs from both contextual
analysis with content analysis in order to builchach deeper understanding of an image. As an
example, assume someone runs a query of a phdteedtiffel Tower. The image matching
algorithm might reason that it is either Blackpdolwer or the Eiffel Tower but not be able to
say which with certainty. If the training set caminarked up with basic factual knowledge that
the Eiffel Tower is in France and Blackpool Towetlin the UK, then a better estimate as to the
identity of the structure in the query photo camize.

6.4. Temporal knowledge

Temporal IE extends fact extraction (see secti@y By determining the time point or time intervat f
which a fact is valid [100][88]. This is usually tdemined from the same sentence or passage from
which the fact itself is extracted. But multipletictions for the same fact (from different soujyazmn

be combined to strengthen temporal information.sT¢an be in the form of refining the temporal
resolution (e.g., the exact date, rather than trdyyear reference, for the start of someone’sreeatia
political position), filling incomplete informatio(e.g., unknown end of the term for a politicalipos),

or invalidating false hypotheses by consistencyckbde.g., positions seemingly held after a pesson’
death).

Temporal expressions can éeplicit expressiondike dates (e.g., “July 15, 2009” or “July 2009
implicit expressionslike adverbial phrases (e.g., “until the end af tmonth”, “last week”, “years
later”). The former can be extracted by regularregpion matching, the latter require deep natural-
language analysis (e.g., dependency parsing) aadjood dictionary of temporal expressions [94}. Fo
both it is often necessary to a) validate that thetyally refer to the considered fact (and nariother
aspect of the same sentence) and b) determinextdmt denotation that connects the fact and the
temporal expression. For example, an expressiondaagte the beginning of an interval during which
the fact holds true, its end, both, or a relatiweetpoint or interval. These steps also need sama bf
natural-language analysis, ranging from part-ofespetagging for very simple sentences to dependency
parsing for complex sentences.

In addition to these temporal aspects of relatifaetls, another issue to be studied is the evaiuifo
knowledge as a whole. This could manifest itselfcihmnges of underlying taxonomic structures or
terminology. For example, what changes has the Wtk category system undergone in the last
decade? Which are due to the growth and betteststing of Wikipedia and which reflect the evolutio
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of the Zeitgeist and corresponding knowledge stmes? Similar questions can be asked about
terminology evolution [95][83].

Fact-Media-Opinion Co-Evolution

Facts about entities (people, movies, companidgjgab parties, etc.) evolve over time. New faare
added (e.g., awards, lawsuits, divorces), somes felshnge (e.g., spouses, CEOs, political positions)
These changes do in turn influence the media cgeedd certain entities. Facts and media coverage
together influence opinions in specific portaledd, forums, etc. This situation is illustratedig. 10.
Potentially, there are also influences from medie apinions on facts. For example, media coverage
may force a politician to resign from an officedasometimes it is the grassroots’ opinions in blagd
online forums that are eventually picked up by fppmmedia and TV. Understanding these mutual
influences, as a function of time, is a key issuthe LivingKnowledge project.
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Fig. 10 -lllustration of Fact-Media-Opinion Co-Evolution

Ideally, we could view this problem as a joint pmbbity distribution of entities, facts, media
measures, opinions, and time (with corresponditgbates added, e.g., intensity of media coverage,
polarity of opinions, etc.), but this seems to mieasible in its full extent. Thus, we plan to agkdr sub-
issues of reduced complexity first, and later ageneralise.

Capturing and analysing media coverage and opinionsnline communities entails identifying
suitable sources and extracting relevant attribintes them. The relevant attributes include thetgof
interest, the source itself, the date (and sometiime time), the opinion holder, associated nuntata
(e.g., ratings), associated textual data (e.g.iewess and other comments), and whatever additional
attributes are available about the opinion holéeg.( home city or country, gender, age, etc.). &ofm
these extractions are easier than others: strieing “sweet spot” of high return for low effortésucial.

In particular, it is often difficult to compile didient training data for learning a robust modeda
ground-truth data for systematic evaluation. Irs ttegard, corpora that include numerical ratings ar
particularly valuable, as these can be a “soft t#uibs” for ground truth. Examples are movie patal
like www.imdb.com or www.rottentomatoes.com, whicbntain a large number of user reviews and
ratings over an extended time period, or discus$twoms on prominent people in entertainment,
business, and politics such as www.thewiplist.camich contain temporal profiles about people whose
assessment in the public has been highly time4vasiach as Bill Clinton, Silvio Berlusconi, etc. Aw

the evolution of media coverage, Websites like ngamgle.com provide relevant information, as shown
in Fig. 11. In isolation, this kind of informatiois not that informative. But when connected with
temporal facts and opinions, it can reveal impdriasights. For example, the April 2008 burst in
Berlusconi’s timeline and the older burst in 1994 alearly due to his becoming elected as prime
minister. So, facts and media intensity are higldyrelated. Similarly, we could predict a new media
burst about Bill Clinton because of his trip to MoKorea in early August 2009.
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The co-evolution of facts, media coverage, and iops requires two kinds of models: a) an
explanation model to identify the key factors tligtermine certain changes in media coverage or
opinions, and b) a prediction model to forecastdseand shifts in opinions given recent observation
about new facts and media coverage. Mathematicdlfse could be the very same model, solved in
backward and forward direction. Constructing suchmadel needs ingredients from time-series
predictors and categorical classifiers. For exaimpleme-aware logistic regression model for reladi
[97] could be a promising direction.

GOUS[E: HGWS |silvio berlusconi Search Archives | :

Deutschland

News Archives HNews Articles - Timeline R

« View recent news results for silvio berlusconi

2008-09 Scarch other dates

1990 1992 1994 1996 1988 2000 2002 2004 2006 2008

Jan, 2008 Agr Jul Qct Jan, 2009 Apr Jul et

GOUg[C NEWS  [oill clinton Search Archives | 42xances stz sewrcn
Deutschland T =

News Archives HNews Articles - Timeline F

a Miew recent news results for bill clinton

2008-09 Search other dates

1980 1982 1984 1996 1998 2000 2002 2004 2006 2008

Jan, 2008 Apr Jul Oct Jan, 2009 Apr Jul -Om

Fig. 11- Media intensity timelines (source: news.googim
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7. Contributions to the solution from the social and political sciences

In this section we present Media Content Analy$#®CA) from a socio-political perspective. In
particular, we provide an example for the integragphenomenon use case. The first paragraph psovide
a list of relevant research questions. In the seq@amagraph, we briefly describe the methods avelde

of MCA for the identification of variables and imditors (from a relevant set of media) which counstit
the Codebook. Collected data are statisticallyyseal to respond to the research questions.

7.1. Methodological background

Content analysis can be described generally agéisic reading of a body of texts, images, and
symbolic matter” ([38]:3). It “is applied to a widariety of printed matter, such as textbooks, @omi
strips, speeches, and print advertising” ([38]:6)n@re generally to any cultural artefact.

As a common definition for further work we suggts following: Content Analysis is an empirical
method for (I) systematic and inter-subjective ustbndabledescription of textual and formal
characteristics (II) and for inquiring into sociadality that consists oinferring features of a non-
manifestcontextfrom features of a manifest written text and otimeaningful matters [40][39][38].

Applying this kind of Content Analysis, we are albdedescribe content from different sources. We
can ask for contingence of certain characteristitbin texts. We can also ask for interpretationat t
are used by people who are cited in the media. 6Adiagly, content analysis of texts afford answers
guestions about ‘what themes occur’, ‘what semamdiations exist among the occurring themes’, and
‘what network positions are occupied by such theofetheme relations’ among texts with particular
types of source, message, channel, or audiendd]: @7015°.

7.2. Relevant research questions

Based on the theoretical discussion above, we ks&itled on the following descriptive research
guestions as the most relevant:

* Whattopicsoccur to what extent in the mediated discoursetayration?
* Whatactorsin what roles are present in the mediated diseoonsintegration?
» Whatpatterns of interpretatior(frames) occur in the mediated discourse on iatemgn?

Integration here refers to the two chosen sub-sofabour market and religion). Within these quesi
different analytical questions can be raised, i@neple:

* What are the mairtgpics, actors and countries, arguments, franekated to integration?

* Which of thesetppics, actors and countries, arguments, frajra@e the mostdontroversial,
accepted, subjective, biased, Etc.

* Who are the mainppliticians, parties, organisations e}faliscussing integration in aa¢gative,
positive, neutrglcontext?

* Which [politicians, parties, organisations eftiave changed their discourse on integration (i.e.
from positive to negative)?

* What time periods are most important for integmatiand what other events are correlated to
these periods?

* How developed is the discursive character of statésnmade by differenppliticians, parties,
organisations et¢?

In terms of input-output analysis (official maté@ad press releases vs. mass media content, fands
blogs):

20 A more detailed description of the methodology @fdia content analysis in the social sciences isrgim WP8.1. report.
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* To what extent have the certain political partieas been reported in the media, blogs and
forums of official sites?

» What differences exist between input (communicattonGreen Websites, press conferences)
vis-a-vis output (discussion in media, blogs andiius)?

7.3. Levels of analysis

7.3.1. Coding units

In order to identify and characterise the differepinions contributing to the selected immigration
issues, the analysis process starts from a relesetndf media (e.g. Web pages) about the topic. The
media content is coded (annotated) at three diffdexels (a.k.a. coding units):

» The whole article We look for publication type, topic, date, reasonpublication etc.

* The statements in the articlaNe look for speaker(s), their affiliation, conteftthe statement
etc.

» The patterns of interpretatiorwithin one statement. We ask for frames of intetaions for
different topics.

Notice that one article can contain one or moréestants. In mass media studies, it is common to
analyse four statements per article, which is ndynsafficient for journalistic articles. Howevethis
restriction arises mainly because the analysisgg®¢s manual. The articles and related statenagats
analysed with a quantitative, structured conterdlysmis. The patterns of interpretation (frames) are
analysed with a qualitative, inductive content gsial

Domain 1

Article / Text 1

Claim 1

SUBJECT ACTOR (SACT) 1

| Form || ADD | | ISSUE 1 | | OBJ1 | | Framel |
| ISSUE 2 | | 0OBJ2 | | Frame2 |
| ISSUE 3 | | OBJ13 | | Frame3 |

Fig. 12 — Different levels in MCA

7.3.2. Variables and indicators

Based on the main research questions, we canfigeiferent indicators (a.k.a. categories) at eliéint
levels for MCA. Each indicator consists of differemariables, which ultimately have to be
operationalised for empirical analysis. Variables andicators make up the Codebook (an example is
given in Appendix A).



Indicators at the level of article are:
» Descriptive variable$or the description of media content

» Topicsin terms of cognitive-cultural integration, strualintegration, social integration, and/or
emotional integration

» Actors (active and passive speakers, objective actorggharefers to “speaker” and “addressee”
on the statement-level

* Argumentation which refers to “issue” on the statement-leuvelerms of:

0 (1) Assimilation, (2) Integration, (3) Segregatiorsegmentation, separation (4)
Marginalization

o Positive, neutral, negative opinion
Indicators at the level of statement are [24][23][3

* Location of the statement in time and space (when and whiasethe statement made?)
» Speakerwho is the actor articulating the statement (whaduced the statement?)

» Form of the statement (e.g. political action, verbatetent etc.)

* Theaddresse®f the statement (to whom is the statement did&jte

* Thesubstantive issuef the statement (what is the statement about?)

» Theobject actor namely who is affected by the statement (forfagfavhom?)

» Thejustification for the statement (why should this action be utaden?)

Following Koopmans ([23]: 3), who applied this tiaion analysis, a statement can be transformed into
grammatical terms in the following way: “a SUBJEBTTION-ADDRESSEE-ACTION-OBJECT-
JUSTIFICATION CLAUSE sequence: an actor, the subj@edertakes some sort of action in the public
sphere to get another actor, the addressee, to tkawe something affecting the interests of adthir
actor, the object, and provides a justificationvitry this should be done.”.

Notice that the term “claim” is taken from the rettg used method for analysing public discourse
(i.e. political claim analysis, e.g. [23]). Claim used with a direct linkage to political statenseantd is
defined as “the expression of a political opinignghysical or verbal action in the public sphef@3].

As public discourse in general might not only censif political statements, we refer to “claim” an
more general sense of “statement” and define thasexpression of a fact, a claim or an opinion by
physical or verbal action in the public sphere.ehsure the connection to academic discourse, we wil
use the term “claim” as well.

Indicators at frame level include possible pattevsheterpretation (topics) of statements. Possible
subtopics for frames have to be identified. This ttabe done on a theoretical basis, which meaats th
former studies, empirical results, and hypothese® lto be used for the creation of the subtopicilis
our use case (European integration process), we Kmam different empirical studies that identity
frames, instrumental frames, and historical fraraes of special interest. See [33] for an extensive
description. For instance, an identity frame thatuos in a statement could be “What is (or shodj b
the EU (not); what does (or should) it (not) stém®” ([1]: 61). To deduce the frame-indicators the
Codebook, the part of the media content and thefiglifferent arguments, which refer to both frame
need to be parsed. Based on this list, the whaleeabis analysed.

7.4. Issues relevant for the chosen topic

In this section, we briefly introduce the topic ‘flBpean elections: migration, xenophobia, integretio
from a socio-political perspective.

7.4.1. Integration of Migrants — a European Topic

Integration and migration are debated in the acé&dand political context in a lively way. This eisaa
few preliminary remarks for the further discussajdrithe use case:
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(1) Terminology. The terminology, which is used in these debatesndt always congruent.
Different notations are used for the same phenoraadavice versa. We opt for labels deduced
from the state of the art in social science debaeisthe most common terms used in European
discussions.

(2) Sub-areas. The analysis of integration requires the iderdificn of sub-areas within this
complex range of topics. These sub-areas are dytaxah need for the content analysis. We
will pick up some sub-areas for the in-depth analg$ mediated content and we will use some
analytical distinctions for operationalisation acreation of categories. These selections and
analytical distinctions should not be understoodlastening the complex field of integration
studies.

(3) The role of media.In modern media societies, mediated informatiod discussions about
integration and migration are part of the integnatprocess so that the analysis of media
content is highly relevant when attempting to ustherd integration.

Integration (of Migrant$} has become an intensely, sometimes fiercely, ddbasue in Europe in
recent decades:
* The Internal Market comprises the free movemergesons (and citizenship), including free
movement of workers, and freedom of establishment
» Migration within the European Union (EU) and fromatside the EU has created increasingly
diverse societies with considerable numbers oflezgs who are foreign-born or have foreign-
born parents

* The role of Islam has been debated for variousorease.g. in the context of the process of
Turkey’s integration into the EU

» Right-wing populist parties in many European coestrhave campaigned against new
migration, immigrant groups, as well as againsolpaan integration.

For demographic reasons, however, the EU and thenEtdber states will have to attract immigrants in
the years to come, and this competition “callsdolicy co-ordination and for sustained efforts le t
area of integration to ensure equal opportunit@sttie actors involved” [31]. As diversity will, »e
probably, increase further and the question ofitigion of wealth between, and within, societiei w
predominate, integration will probably have gredévance for Europe in the coming decades. Itss al
safe to assume, that during election campaignsthkse for the European Parliament, controversial
issues like migration and integration will be brbttp the centre of public attention. One partwt thas
always highlighted migration and integration p@gi are the European Greens. As they are pioneers i
running a coordinated campaign (in the sense afsenational coordination) during European Elections
(see [7], [26]), they are the natural choice foalgsing a party’s input in the field of migration.

In the academic, as well as in the political, debabout integration, we recognise a diversity of
opinions about integration:

* Is integration a process of assimilation, or iggnation also possible when immigrant groups
maintain certain cultural differences [4]?

« Is integration more an effort by the receiving stgior should immigrants pursue their own
integration?

* Will it be necessary to attract more immigrantsthe future, or are there already enough
residents from third-party countries in Europe?

» Should immigrants be selected by qualificationaaif?

» Can a growing Muslim population in Europe createstiyosolvable challenges, or are Islamic
and European culture incompatible?

%L Integration is used here in the sense of integmatf migrants in the context of their receivingisty, not in the sense of
Economic or Political Integration increasing th@manational collaboration of the EU member states.
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» Should integration (see [20]) take place beforeiladdategration in order to enhance it or
should legal integration (like naturalization) fidl a process of social integration?

7.4.2. Dimensions of Integration

The goal of the study is to reconstruct the mediatiscourse on integration, to describe the relevan
actors and patterns of interpretation and to emptifferences between actors, topics and different
degrees of diversity. The basic research questiors

* What (sub-)topics occur to what extent in the midialiscourse on integration?
* What actors in what roles are present in the medidiscourse on integration?
» What patterns of interpretation occur in the mestlatiscourse on integration?

Classic approaches to integration and migratiordiesu were based on the assumption, that
assimilation of immigrants into the receiving sagiwill take place in due course of time. This aygrh
was based on studies in the US in the 19th angl 28th century. This approach is still relevanthe
academic discussion on integration, with variouprimmements: different types of integration like
acculturation [3] and social integration [8] arealissed.

Four degrees of integration are ideally distingedsfsee [18]: 200f):

(1) Assimilation, which means completely acceptingribems of the majority and forsaking one’s
original identity

(2) Integration, which means maintaining one’s origiiagntity while simultaneously integrating
into, and accepting the norms of, the majority

(3) Segregation, segmentation, separation, which mewistaining one’s original identity and
isolating oneself (partially) from the majority

(4) Marginalization, which means the loss of one’s tdiation with one’s origins but failure to
identify with the majority, which leads to isolatio

Following Asser ([8]: 289; [9]: 27), integrationrthe differentiated into different areas:
» Cognitive-cultural integration, which pertains todkledge and skills

« Structural integration, this refers to the questsnto whether and what economic or social
positions are held by migrants

 Social integration, which refers to relations beswg@eople

« Emotional integration, which refers to identifieatiwith the incorporating society, acceptance
of morals and values

A slightly different distinction, which refers mote the macro level of society, can be made vis-a-
vis “system” and “social” integration. With reference to David Lockwood, system inteigratis
understood as “the orderly or conflictful relatibiss between parts”. Social integration is undedtas
“the orderly or conflictful relationships betwedretactors” (Lockwood, in [8]: 268). System integyat
refers to integration in institutions, organizasprine economic market and, especially relevant for
media societies, integration into mediated andpihelic discourse [15]. Social integration is dihgct
linked to actors and their orientations, motivasiorelations and intents.

From this distinction, we separate two main thefioedurther analysis of mediated discourses
will focus on integration and the labour market gsart of system integration. Secondly, we will focus
on integration and religion as part of social integtion.

Within these subtopics we will analyse in particutdatements and argumentation concerning
xenophobia. Xenophobia is one dimensiorGobup Focused Enmit{see [37][44]), like racism, anti-
Semitism, homophobia or sexism. Xenophobia canisbakdifferent fears [32]:

* loss of economic capital
* loss of social capital

* loss of cultural capital

* loss of physical capital
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These levels will be used to operationalise theeviaait characteristics in the written text.
Xenophobia needs to lokistinguished from stereotypdsee [36]) attributed to certain groups.

7.4.3. The role of mediated information and mass me dia

Modern societies are characterised as complex aptisticated. Public communication is mainly
mediated. There are different forums for the pustibere (see [22], [6]: 106ff):

» Simple public spheregencounter public sphere) with the presence of dbemunicating
people and direct relations between the communiggteople

» Middle public spheres(thematic or assembly public sphere) with the gmes of the
communicating people but without direct relatioe$ween all the communicating people

» Complex public sphere@mass media public sphere), where many peoplé&mate but only a
few people are active communicators

The number of forums ranges from simple to completlic spheres, while the power and authority for
speaker decisions increases from simple to conplélkic spheres.

Diverse communication forums have different infloes on integration processes. In particular,
mass media public spheres are seen as relevaimtégration processes on the level of society. Mass
media are seen as important agencies of socializalihey affect norms, values, behaviour patterns,
mentalities etc. Primary agencies of socializatiooh as the family and people directly associateafi
diminishing relevance and are replaced by mediatftmation. In mass media societies, mass media
content, in particular, has an impact on socialiraf25]. Consequently, mass media also have a
significant influence on the evolution of colle@iand individual identities (see e.g. [29]) and afe
great interest for understanding integration preessSimple public spheres are more relevant on an
individual level and are relevant especially fotempersonal relations and connected integration
processes.

Mass media content can be provided through diffetechnical media: printed newspapers, TV
channels, radio stations as well as Websites. imapld middle public spheres can also be mass
mediated, a forum on a Website is a form of migulelic sphere, and a chat room is a special form of
simple public sphere. To cover the different forofiublic sphereswe selected Websites from mass
media as well as Websites with blogs (a speciaifaf simple public sphere) and forums (middle
public sphere) for analysis

An important criterion when distinguishing betwetthrese forms of content is the author’s role.
Recent studies distinguish organised, journalifyicaorking actors from non-organised, publishing
actors. This has implications for the analysis afitent, insofar as journalistic routines have intgac
diversity within journalistic texts.

However, different theories of the public spherepbasise diverse demands on public discourse.
Relevant criteria, which will be used for furtheradysis, are: who participates, in what way, in tvha
role, with what goals [11]. The different theorie$ public sphere also imply different levels of
rationality of the discourse. We use the most detimgnmodel, namely the discursive public sphere
[16], as a heuristic model for operationalising amsk for rationality, balance, number of facts
(according to Brantner et al. [5]), number of cigedirces in a statement ([15]: 98).

Consequently, the research focus is on what theateetdpublic discourse concerning integration
looks like. By analysing written text and photodrapn written texts, we try to address the questibn
who says what to whom with what interest and in twithannel (following Lasswell, see
McQuail/Windahl 1981: 10 [26]). Within these quesis the diversity of speakers with all their
characteristics (who), addresses and object awiitinsall their characteristics (whom) is importatdp.
Further on, different topics and the diversity @iroons is of high relevance. The LivingKnowledge
project tries to grasp these different kinds oedsity.
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8. Contributions to the solution from semiotics

In this section, we present multimodal genre anslpé Websites from a semiotic perspective. The
analysis is essentially performed in two main stdfisst, a set of relevant Websites are annotated
identifying meaning-making unitsnamely a set of higher-order units — e.g. text images - in the
Web page conveying a specific meaning. Secondt afseierarchical patterns(a sort of syntactic
structure) is identified. The presentation is aited into two main paragraphs. The first maydensas

a characterisation of the objectives of multimoaahlysis (with examples relevant for the chosen use
case) with the specific goal of identifying opingoand bias, while the second provides specificildeta
about macro-strategies and their identification\Websites. The contribution is viewed against a
background of interface design. It respects anddbwn the idea, that permeates and underlies the
LivingKnowledge Project, that rethinking the retatships between Website designers and users will
potentially lead to significant breakthroughs imfan-computer interaction. Increasingly semiotics is
being called upon to illuminate the partnershipwaeemn designers and users in the overall
communication process that takes place throughnterface of words, graphics, and behaviour. For
example, the standpoint adopted in [50] is thatgihess must tell users what they mean by the attifa
they have created, and users must understand apdne to what they are being told. By coupling
semiotic theory and engineering, this approach umdn computer interaction design encompasses
affordances for producing meaningful interactivenpaiter system discourse and, potentially, achiaves
broader perspective than might otherwise be passibl the belief that semiotic engineering is an
important way forward, the approach adopted belswhat there is, first and foremost, a need to
understand the possible meaning-making (i.e. séhiptocesses that take place in a Website. The vie
taken thus goes beyond traditional semiotics whebstly for historical reasons, focuses on indigidu
meaning-making resources (language or visual) akdstthe combined deployment of visual, spatial
and linguistic resources as its starting point.

8.1. A multimodal semiotics standpoint for migratio n in Websites

Given the goals of the project and the chosen ase,dhis section corroborates, extends and irieegra
the relationship between the use case, migratimh tlae expression of bias and opinions. However, th
main purpose is to demonstrate that, as descrliveddhout this Section, meaning-meaning processes
in Websites are hierarchical (sBealar models of genres Appendix ) and multimodal rather than
sequential, linear and linguistand henceyaradigmaticrather tharsyntagmaticn nature. The insight
that language-based studies cannot accuratelyseqrall the textual/compositional structure oeinet
Websites suggests the need to characterise Welmi@®verything that is expressed in them, within
whole-page view of Website annotation. In otherdgothe problem is to understand what Websites are
from a meaning-making standpoint. The solutionhis problem is provided in 5 steps by establishing
that:

* Opinions and bias are part of the interpersonal ningasystem rather than ideational or
textual/compositional meaning systems;

* Websites rely on integrated visual, spatial anddistic resources rather than on language in the
enactment of all meanings;

» Websites are based on hierarchical rather thaaripenciples of meaning-making;

» Hierarchical processes and patterns of integrdtiemveen visual, linguistic and spatial can be
reconstructed over a large number of Websites thamkhe use oMCA Web Browséf (see
Appendix C)a manual annotation tool with some semi-automatures;

» Typical meaning-making patterns in Websites carelsevered through corpus-based annotation
and through relational database search facilitibgchvare currently being integrated into the
MCA Web Browsesystem

%2 htp:mcaweb.unipv.it
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8.1.1. Opinions and bias are part of the interperso  nal meaning system

What is bias? What is opinion? These are non-triyigestions to answer since the meaning of these
terms is far from fixed. For example, there are ta@anings associated with the term ‘bias’, ondedla

to prejudice, the other simply to a quantitativelgasurable predominant interest. The Collins Cdbuil
Dictionary illustrates this distinction as follows:

Bias is prejudice against one group and favouritistwards another, which may badly affect
someone’s judgement of a situation or issue. Bigairst women permeates every level of the
judicial system ... There were fierce attacks anBBC.

Bias is a concern with or interest in one thing méhan others. The Department has a strong bias
towards neuroscience.

The very fact that bias has two almost diametrjcappposite meanings one of which is associated
with a negative connotation, the other with a moeetral and often positive connotation, provides us
with a clue that bias and opinion belong to a systé meaning which is different from that of ideas.
That is, these two meanings of bias are indicaifivdie existence of a system of meaning througlckvhi
we are able to appraise and judge others’ idedsnstynchronic and diachronic timescales. Whilesbia
and opinion express ideas in themselves, they @®ept in all discourses (and not just Websites) in
such a way as to represgr@rspective®n others’ ideas. If not so, it would be impossiti express an
opinion, or to show bias. Opinion and bias mussktha construed instead as part of a meaning system
which is different from a meaning system concermwét ideas.

To this end, Halliday’'s theory of meaning (or teeuss term ‘metafunctions’) is a useful starting
point since it clearly posits that at least threpasate meaning systems are intertwined in every
communicative act that we make. Specificaipinion, bias and other appraisal systems (see &Vhit
Martin) are part of interpersonal meanirand not in themselves part of what Halliday calksational
meaning, i.e. the expression of ideas. In this yiamguage and other semiotic resources such asrcol
gesture, gaze, shapes, lines and so on, are systhiols function in such a way as to manage the
relationship between interpersonal and ideationehmmg-making systems. They are linking systems.
However, the textual/compositional forms which vee to link up interpersonal and ideational meaning-
making systems are themselves meaningful. Theyaasmurce of meaning, which Halliday calls
‘textual’ meaning (but which some co-workers, in effort to clarify that meaning forms go beyond
written or spoken uses of language, describe ampositional’). Part of their meaning derives frane t
fact that all texts (i.e. units of meaning and just written texts) adopt expected patterns asrdsgte
way interpersonal and ideational meanings are etledtnagine how a young child would react if a
bedtime story were not told using expected texstialctures (which include for example collocations
such as “Once upon a time” and “They all lived hipppver after”). Other examples include the fact
that all languages have developed textual resources thegrimind either ideational or interpersonal
meanings as circumstances dictate. The textuaémgsivhich English has developed to foreground
interpersonal meanings include, for example, tagstjons (themselves derived from two other systems:
the modal verb system and the question system)s $tructures such as “You will take me on holiday
to the Bahamas next year, won't you?” are heavitykad discourse strategies designed to impose the
speaker’s opinions and will on a discourse partiikey are also indicative of the fact that opiniansl
bias may often be equated to the subcategory @rpatsonal meaning concerned with power
relationships in discourse whether at a personal Ige.g. in relation to saving face) or at a comityu
level (e.g. in relation to ideological aspectsr@faning making). Website analyses thus need tanimd
ways to describe and detect the interpersonalimeadtaspects of forums, chats and blogs.

Summarising, semiotic studies of language are eéldad functions in discourse rather than to
grammatical formgper se Thus, in his study of ideational meaning, HalNid49][50] presents a strong
argument for describing English in terms Rdrticipant-Process-Circumstanaelationships in which
Participants are typically expressed through noamd pronouns, Processes are typically expressed
through verbs and Circumstances typically throudhegbial and prepositional structures. Particularly
significant in this respect is Halliday's charaiation of the English language in terms of sixibas
verbal processes of which three predominate, nammalierial, relational and mental processes. How
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striking, for example, is the clear division made English between material processes which are
expressed withing forms and mental processes which are not. Thastifitnal approaches to language
have led to changes in the way annotation systeonk i the light of the realisation that only sdang
through immediate constituents (i.e. the sequeh@edovidual words) in an effort to discover opini®

is likely to bear little fruit. All this suggestddt the starting point for automatic opinion detact
systems for Websites needs to be based on diffprentises.

8.1.2. Websites as multimodal and hierarchical mean  ing-making systems

Within the overall project goals, we use Websitedhe topic of (human) migration to demonstratd tha
Web pages are primarily multimodal objects. Thekenmeanings hierarchically following topological
principles relating to the organisation of spaaej hence — periodicity over linearity predominating
structures. The way that evolution over time isregped in the home page in Fig. 13 expresses how
multimodal and hierarchical meaning-making prinegoldominate in contemporary Web pages. Take,
for example, thenasthead-cum-logo clustessed to express the Website’s topic in this andynmher
Websites. These cluster type functions, ratherdikile, give the page its basic identity. Thasthead

is the name of the page, i.e. in this cas®Ving Heré, while thelogo is, in this case, the rightward
pointing curved arrow. Additionally, themasthead-cum-logo clusten this, as in many institutional
Websites, includes a subtex200 years of immigration in EnglandThis text hypotactically (i.e. in
terms of a relation of subordination and inequgléxtends the meaning of tmeastheadand, in this
case, establishes the Website's diachronic dimaensim@ concern with changing opinions over time.
Even more striking is this page’s use (like thousaof others in the Web) dfierarchy rather than
linearity, to organise thpageas a meaning-making unit. This is a demonstragiathe fact that textual
dimensions of meaning relate ati formal resources existing on a Web page in a hohkgay and not
just towritten textor — even more limiting — taunning text.e. the form of written text that is typically
made up of paragraphs. In addition, this page datontain paragraphs and sentences of the type
typically associated with paragraph-baseqning textwhich typically contains explicit subject and verb
nucleus (a.k.a. the rhetorical theme-rheme stractidiparagraph3. Instead, this Web page contains
highly elliptical linguistic structures integratedth visual and spatial resources. The only semgnc
used are in the imperative forrigd out... Go to... Contact ug,.which by definition have no subject.
Most of these imperative structures are not piged but are, instead, thematically and hierardligica
subordinated to other structures on the page. Ttnisnvitation to“Explore photos, recordings and
documents, research your family, history and ewda the story of how you came to England’in
much smaller font compared with tmeasthead-cum-logaluster which functions as its “owner”. In
other words, those sentences which do exist opdige (all of the imperative type) are being explici
demoted vis-a-vis other meaning structures, alicatie of the multimodal and hierarchical natufe o
Websites. The use of this type of device may hageegisted the Internet but what is striking ishitgh

and constantly increasing incidence.

We may further illustrate the principle of themagigpansion which is at work on this page. As
illustrated by the red arrows in Fig. 14 a readuighe page starts with the Macro-Theme which is
expanded into 4 Macro-News thanks to the cohestvereated by the Swoosh-type object identifiable
with thelogo. To put the matter in a different way, tlego functions on a par with numbering systems,
tabulating systems, and subordinating structuredailguage to create ordered expansions of the
underlying thematics, thus, creating an index be#lone that transcends the forms and functions
associated with indices in traditional literacy eTbgo is used to structure and articulate the emage
A different colour is used to indicate that there #our differentClusterswhich make up a higher level
unit of meaning based on a repeating visual pattachhence form SuperCluster
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When clicking orMigration Historiesthe page shown in Fig. 16 is loaded. The functibthe page
is to provide anntroductionto personal experiences of migration to Englarer avperiod of 200 years.
With the invitation“Listen to people’s personal experiences of théedi#nt receptions they faced when
arriving in England, and the struggle to create @anhome”the page sets up the expectation that many
different opinions are contained in the Websitenynaf which are likely to relate to poverty and isbc
relations of power. Indeed, tiMdoving Here Wedite is characterised by the prominent use Bégelef
a higher order textual structure, typically relatedstrongly ideological stances. Fig. 17 (see atbtt
rectangle) contains Ragelettimeline which dominates thpageand functions as a visually oriented
timeline complex. Thus, it replaces the earlieregation of timelines with linear paragraph struetur
with one based on the principle of periodicity..Fi% exemplifies a more traditional timeline cotiap
of a date followed by a one-line synthesis of aengv

Pageletsare made up ofuperClusterswvhich, in turn, are made up @flusterswhich, again, are
made up oSubClustersin the example given in Fig. 16 tRageletis made up of SuperClusterse. a
set of Clusters that contains a periodically repeating pattern hsubat invariants are easily
distinguishable from variants. The firSuperClusteiis the overall timeline made up of thr€tusters
i.e. the numbers indicating centuries, which amkdd up with each other at t&aiperClustetevel by a
light yellow background. The secosliperClusteiis theCentral Barof 7 photos, 4 relating to people
and 3 relating to written documents which are a¢jaked up atSuperClustefevel by a top and bottom
light yellow Bar. The third SuperClustelis the set of Tlusterseach made up of &allout link to
numbers indicating a specific year and which carstdi24 words, of which only 11 are finite verb$, al
further evidence of the strategy which eliminatesagraph-based written text in this contemporary
Website. The finaBuperClusters theCaption-cum-Headin@aribbean Migration Histories Timeline in
which the Cluster and SuperClusterlevels are conflated (i.e. are not distinguisheis textual
structure consists of 4 words, 1 a noun functionasgtheThematic Head(Timeline), two nouns
functioning as adjectives (Migration, Historiesfaone adjective. It contains no verbs.

We argue that Timelines are:

* multimodal objects which, in today’'s Internet waqrldre increasingly replacing evolutionary
accounts based on running text as they respondrhietthe meaning-compression principle and
are more intuitively graspable by users

* a typical example of the rise of multimodal Webealtg at the expense of language-only Web
objects which are disappearing in Web pages, schrsocthat not all Timelines are explicitly
identified by the wording “Timeline”, all part ohé process whereby Websites are, from a
semiotic standpoint, but not perhaps from an infdram technology standpoint, typically
becoming more screeny than pagey

» a typical example of the process of eliminatinguskbased wordings (e.g. sentences and
paragraphs) in favour of verbless and conjuncatissl

Timelines like the one illustrated have distinctive linguistvisual and spatial properties, including
the tell-tale, textually-discrete references torgeand the explicit line-based linkage between enaigd
written text. Suitably annotated, these featuressibly coupled with keyword searching, would make
Timelinessuch as the one shown in Fig. 17 detectable asRESNand would come to the rescue of
scores of teenagers desperately trying to reviséoftyi ahead of tomorrow’s classroom test who
currently waste precious time when resortinggggword methods that unearth many irrelevant ircstan
of the word'timeline’ and, frustratingly, fail to detect the higher-leV@hnelinegenres they are seeking.
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A child migration timeline

1807 First parmanznt English settlement at Jamestowin, Virginis, on the north American cosst.
1615 Lebour shortage, The Privy Council sanctions the transportation of convicted felons to Virginiz and the West Indian island colonies such 25 Barmuda,
1617 London Commen Council znd the Virginia Company consider sending “vagrant’ childran [strazt kids) to Virginiz.
1619 First 100 vagrant children rounded up and despatched to Virginia; -'-rtL.r= daclzrad 2 success: szcond group plennad.
1620 {January) Opposition to child migration; first group sant illegally, but 31 January the Privy Council authorises child migration, Second 100 children sznt to America,
1622 Indizn masszcra of 350 sattlers in Virginiz in tl'a vizkz of which ancther 100 vagrant childran wiere sznt zmong the reinforcements,
Nevi England arrangss the emigration of some 200 poor children {not, however 'vagrants’) to North American colonies, The children were escorted to the colonias by members of th
work in Americas had grown to mest the perennizl lsbour shartzgs in the colonizs, Bristol the main port of emigration, Parlizment passes zn ordinancs to meke spirting = fekony,
1654 An office was crested, under Roger Whitehy, to register intendad emigrants leaving British ports for the Americas, Spirting continues: ragistering net a success,
1682 Privy Council creates another department to register young parsons leaving for the coloniss to counter the activities of unscrupulous emigration 2gants and 'spirits.
1658 [September) Flying Post nawispaper rap«.rtar clzims he observad ‘sbout 200" kidnappad boys held on 2 ship in the Thames zwaiting departurs for the colonies.
17405 Aberdeen [Scotland) znd environs saw some 500 young peoplke kidnapped for the colonias,
1:.9 Mzrine Society foundad by Jonas Hanwizy 2nd Sir John Fizlding to train "boys from 12 to 18" found roaming the strests for service in the Royal Navy,
Pater Wiliamson exposas kidnapping of childrzn in Scotlznd for service in the Americas, The book led to 2 calebrated civil action 2gainst carizin Aberdeen businessmen and magistratd
Fzn War of Independance confirms the Declzration of Indzpendence of the Thirtzen szzbosrd colonies in North America; end of zdult convict transportstion to the American colonies
1785 New South Walss established 25 2 penzl colony: meny of the convidts transported wers under sightsen years of ags.
Fig. 15 — An example of a traditional timeline
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For each community the gallery will explore the following themes:
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» How do people reconnect with their {or their parents’) courdnes of angin 7
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Fig. 16 — Navigating the Moving Here Website
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Fig. 17 — The use Pagelets in the Moving Here Welssi

8.1.3. Reconstructing hierarchical processes using a manual annotation tool

Website annotation systems designed to detectapiand bias and changes in opinion and bias over
time need to be based on hierarchical and multitnpidiaciples. The previous section has established
that semiosis (i.e. meaning-making processes) irbsites prioritise these principles over more
traditional principles of literacy such as linegrnd sequentially organised language structurels as
paragraphs. A manual annotation tool, with somei-setomatic features, thelICA Web Browseris
currently being developed to annotate Websitedinglao the various thematics explored within the
project. It is designed to speed up the processulfimodal genre analysis which in the current staf
research is a laborious process. As Fig. 18 shiogvsobl takes the form of a Website browser capable
annotating the different hierarchical levels foundWebsitesn terms of a series of coloured rectangles
according to position in the hierarchy: the currecdle posits the existence of 5 levels of strector
Web pages which, from lowest to highest, &ebClusters, Clusters, SuperClusters, Pageletse.Pag

In the current stage of research the annotatioogsworks from the lowest level upwards. This is
because we know much about lower textual levels/eryt little about higher levels which in the curre
stage of research remain to be identified. Thughigisystem, language is not considered a highe |
resource but rather as a very low level resoured us combination with other resources to buildhleig
structures such as thienelineswe have analysed in the previous section.

Together with language, we need to consider viguaiented structures such as shapes and lines.
Kress and van Leeuwen [53] hold that shapes argishi@l counterparts of nouns in that they represen
Participants, while lines represent Processes enthas the visual counterparts to verbs. We pbait
lines have major functions in Websites e.g. thafug (or deictic) function of lines such as tB&oosh
Logoin Fig. 13. We may note that framing is also ayvierportant feature of Websites carried out by
lines. An example is given in Fig. 16 where f®Rhotosare used to frame the abstract concept of a
visual repository. It is represented in the cebreanlcon which could not have this meaning if it were
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not contextualised by the surrounding franferames are thus important devices in the co-
contextualisation of resources and a further evdideof the hierarchical nature of meaning-making
processes in Websites.
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Fig. 18 — MCA Web browser

Although some Websites contain no dynamic objedt®m a semiotic standpoint — movement is a
typical characteristic of today’'s Web pages anaf isrucial significance in many Websites, for exdenp
those relating to climate change (e.g.ammationsthat simulate future changes in climate). Notice,
however, that the number of parameters to be ahdeereases as we move up the hierarchical scale.
For instanceClustersfunction asmini-genresThat is, they are the basic objects vis-a-vis Whie are
literate and which we immediately recognise as we&erfrom one Website to another. We can posit that
SuperClustersire at the level of thlaematic systemvhere more abstract meanings are made. Since it is
the level where opinion-forming is carried out, meed to know more about it. A simple example of a
thematic system relevant to the current researcthasclimate change conflict between the “non
interventionists” and “interventionists” (i.e. bias the assumption that climate change is manmade o
not). Typically, such a conflict is expressed, &@mple in an online journal, in terms of a specifi
instance such as a photo of a coal-fired powerostdielching out smoke and a verbal caption of the
type “Is this the legacy you wish to leave for yatildren?”. The combination of photo + captiorais
relation between two clusters which formSaperClusterlt is the linkage between the two clusters
(technically a covariate tie see [48]: 139) thatkes it possible to index (i.e. “evoke”, “have imaf,
“think of”, “be aware of”) the underlying thematsystem.Thematic systems are typically intertextual
and more abstract than the specific meanings of gfie texts. That is, they are implied meanings. The
overt meaning in this hypothetical example is sdmimgt like: this is a bad example of pollution; we
shouldn’t have power stations like this; the imglieeaning is something like: a conflict exists lesdw
interventionists against non-interventionists arwl,ythe reader, are being recruited as a potential
interventionist. This latter meaning is intertextuhat is we build it up from our experience of mga
texts on similar thematics; we do not build it upnfi a single text.

On the Web, such thematic systems are typicallgrésimiotic (i.e. multimodal) as compared with
many but by no means all printed texts, whenceadheof multimodality and, in particular, multimdda
annotation of Web pages in the current projectiszcaver how such systems with their underlying
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ideological potential (bias/persuasion) can bedaetk Typically, such thematic systems will be édk

to similar systems by partially overlapping witleth (e.g. the potentially associated conflicts betwe
young/old generations, new/old technologies, lafigiright-wing political affiliations).This stage of
the research will provide some basic input for thelerstanding of how intertextual thematic systems
are realised in terms of textual objects on a Wadpepin a corpus of relevant Websites.

Thus, it is important to keep the centrality ofeirsemiotic thematic systems in mind while building
the prototype. Some of them will be strongly ideptal in nature while others will be ideologically
weaker. An example of weaker ideology is the refehip between top and bottom bars on Web pages.
TheTop Baris aSuperClustertypically made up of a series of mini-genres wttighically proposes the
Ideal a perfect service/product (think of a Universiieb page, or a car Website); tBettom Bar,
instead, in most Websites contalReal information i.e. information in the form of clusteand mini-
genres which do not occur elsewhere e.g. disclainegal notices, copyright, Webmaster notices etc.

It will be important to mark cases where expectedp8rClusters are present or missingror
example, it will be important to considBeal/ldealas a thematic system and to understand what gffect
there are if one part of the equation is missifgmpty SuperClustemnnotation” is the case where a
SuperClusteris explicitly marked in annotation/detection syssesuch as th&1CA Web Browserns
absent and which help in the process of explainihg a particular configuration or pattern of obgeist
present or absent in certain circumstances.

8.1.4. Recovering typical meaning-making patterns a  nd identifying multimodal
grammar

As stated in the first paragraph of this sectioeaning-making patterns in Websites are recoverable
through database search facilities. These charseténe existing UniPV corpus annotation system
which is currently being extended and integrateth e MCA Web Browserlt is expected that the
system will be able to provide answers to at Isashe of the questions listed in Appendix B. These
guestion-probes constitute a framework for the dgison of a multimodal grammar based on semiotic
principles.

8.2. Macro-strategies to detect opinions and biasi  n Websites

This section lays the foundations for research dadelopment vis-a-vis a multimodal semiotics
approach to Website analysis. Whereas many preseasons deal with micro-strategies based on
languagefor the detection of diversity in opinion, this §ea deals with macro-strategies and assumes
that meaning-making processes in Web pages workinwé hierarchy of semiotic (i.e. meaning-
making) units. The section also develops a strategthe identification of diversity in opinion-mag

in terms of (inter)semiotisubpage, whole pagend cross-pageannotation and retrieval methods. It
further assumes that, within this hierarchy, rathan at lower levels, meaning-making processeasjran
particular interpersonal meanings, such as opiind bias, are typically (though not exclusively)
enacted at higher and more abstract levels thangsrre patterning (in particular at thage Pagelet
andSuperClustetevel). One consequence of this is that, rathan tio focus on images and written text
in isolation, it is appropriate to consider patterns of mutied aindnteractionsbetween them which are
often made ‘explicit’, for example, by devices swdencapsulating frameand/orcaptions The final
suggestion is thus that these higher and moreaabdavels are potentially identifiable and retebie
with automatic detection methods as work with HEA Web Browser'svhole page annotation and
MCA-corpus based methods [45][46][43] bears out.

8.2.1. Theoretical stance of multimodal semiotics

A multimodal semiotics approach views texts (whiére term “text” means a semiotic unit such as a
Website but also an object such as cup of coffee fine extinguisher) adually material and semiotic
entities. Processe# which thematerial and thesemioticdimensions are the two sides of the same
textual coin, are fully integrated into the samerall contextualising activity ([48]: 175). Evenotigh
actionis important in a semiotic approach to Websites, tduwai$ here is necessarily on thierarchical
organisationof a Website as “text” (i.e. as a patterned multaloccomposition/meaning-making unit)
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and, in particular, as the material expression ohierarchy of genres that instantiate expected
compositional and actional patterns.

Websites are multisemiotic, hierarchical structurédebsites are dually meaning-making
textual/compositional and actional frameworks teaact basic meaning-making processes, such as
informing, persuading, warning, criticising, appiag, and so on. Language-based studies alone ttanno
exhaustively represent the semiotic structure ob¥ifes. The reason is that Websites respaortdr
alia, to topological (i.e. spatial) principles of organisation as wedl tgpological (i.e. categorising,
language-based) principles. Analysis of today’s Witels indicates that they are very different from
Websites of 10 years ago. They exhibit both: aeltiased structures anmarefabricated multimodal
compositional structures whichthe incidence of fixed elements is likely to inseaith progressing
time. Today’s Websites are typically:

* Intersemiotic (i.e. multimodal) rather than language-only structures they rely on integrated
visual, spatial and linguistic resources rathentjust on language in the creation of meaning;
like manyhome pageshe Web page in Fig. 13 contains no paragraptisrateed no sentences
of the type typically associated with paragraphebasinning text(cf. newspaper articles
characterised by explicit subject, verb nuclei gmddicates. The only sentences used are
subjectless (and hence themeless) imperative fdmsd out...”, “Go to...”, “Contact us...” and
so on; instead meanings are mostly made througdiiyhaliptical linguistic structures which are
intertwined with visual and spatial resources

» Hierarchical and cyclic rather than linear: many Websites (e.g. Fig. 14) encase written texts
in explicit frames that guide the page-scanning raading process. Websites base their thematic
expansion on periodicity and visual/spatial submatdion. Frames are indicative of a hierarchical
scale of page subunits running frg@ageto resource/subcluster leveia the following sequence
Page>Pagelet>SuperCluster>Cluster>Resource/Sub@lusevel In this regard, language is
assumed to be a low-levedsourcewhich only instantiates meanings at higher letelsugh its
combination with other resources. Many of these loations, most obviously language,
orthography and colour, have undergone remarkafdki®on in Internet’s short history

* Meaning-multiplying and meaning-compressing the integration has a multiplying rather an
add-up effect. Today’'s Websites accordingly makeemoeanings per page than those of 10
years ago. This increased capacity to mean (megrotential/meaning density) relies on the
increasing use of prefabricated structur@sul{imodal collocations which are constantly
recycled and customised

« Pattern-forming: from one standpoint, the Web is a hierarchy aftee genres. After the first
introduction of a new genre an experimental phggiedlly takes place in which the new genre
either dies out or catches on.. In the latter casgets copied and a process of standardization
takes place, which increases theedictability of the characteristics, and to some extent, the
incidence of the genre. For example, 10 yearsmgstheadsthe ways in which companies,
institutions, associations and other bodies namdadentify themselves, were far less predictable
than they are today. For Universityastheadsve can draw up a ‘rule’ which states that, today,
universities identify and name themselves throughaatheaccomplex which consists oflago
symbolising the university and mame providing the name of the University in the forrh o
University of Xor X University This complexwill be located in the topeft hand cornerof a
home pageThe University’s logowill be present andavill havethe form of acoat of armsor
shield(as opposed to a cup of coffee or a fire extirgeis Itwill be positioned to the left rather
than to the right of the University’s name. Basadaosmall corpus of 30 University Websites in
English language Websites, of a set of 16 possitasthead types taken into consideration, this
‘rule’ works for over 40% of examples analysed 2009 but less than 14% for a corresponding
set of examples from 1999 when the presence, cdtigrosind positioning of thenasthead
complex was much less predictable; of 16 possitdsthead types posited, 8 existed in 2009,
while 11 were attested in 2004 and the number ggseportionately as we move back in time.
We may think of the Web as a set of prefabricatenllds in which the less successful get
rapidly discarded. As the Web grows some of itsrgerand underlying configurations are
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becoming easier to predict as they follow normg thault in pattern formation; in other words
we can accurately track some aspects of semiottugon of the Internet through annotation
and corpus construction, where “accurately” inckitte provision of statistical data;

» Subject to pressure-to-conform norm Website objects are becoming more and more
standardised. This process is already increasiagptidictability of Web page objects. The
growth of more sophisticated search engines withfer this process: were searches withoo,
Googleetc. to visualise th&op Barsof Web pages, rather than justdressesthe reaction by
companies and institutions would be to furtherdahready strong image-identifying functions of
Top Bars entailing a further rise in the predictability tife type of information and type of
attitude found in Websites and their parts, thattkshe formation and crystallisation of new
genres

» Holistic, dynamic, trajectory-based and negotiatioal: in terms of their meaning-making
potential, Web pages are not like printed pagesfamsas they are constantly reshaped by the
dynamic elements in the page and by user interactiothe form of writing and selecting. When
interacting with the whole page, users must sed@ect negotiate which parts and functions to
prioritise in order to build trajectories that widlad them to other pages. Accordingly, interaction
with Web pages is no longer just a questiorhygbertext links and selectiorse. reading and
then clicking on a blue link for more in-depth infration on a specific point). Insteadebsite
interaction increasingly resembles conversationaitéraction For example, it presupposes
dialogic interaction based oturn-taking norms(cf. BLOGS) in complex decision-making
processes which have notable consequences vis-8iwisincreased potential to express
interpersonal/attitudinal meaning (i.e. opinion dmak)

* Integrate interpersonal, ideational and textual meaings in predictable and hence
potentially retrievable ways Halliday’s social semiotic theory [54] of the émtwining of three
types of meaning in all texts (ideational = e.gpenence of facts, events, thoughts, logical
structure in their expression; interpersonal: attjtudes, opinions; textual: semiotic form) and
how these three types of meaning can be analytisalparated in language-based discourse is a
culminating point in many centuries of thinking abdvow meaning is made. The same model
has been successfully extended to multimodal diseowith the result that statements to the
effect the Web is ‘anarchic’ can be offset by thHeservation that typical meaning-making
patterns in Websites are recoverable through mbnahotated corpora and potentially through
automatic means (Appendix C)

Multimodal genre analysis provides a high-levelspective on meaning making in Websitetke all
genres (i.e. clearly identifiable compositionaltpats), multimodal genres establish a set of expiects
about content and facts as well as attitudes td, marspectives on, content and facts. They provide
important clues to, and constraints about, whalt lvél expressed in a Web page. Web pages, taken as
macro-structures (rather than the various partheir overall structure), are thmaterial meanghat
create expectations about the types of facts amgiomg that will be expressed in Web pages and
Websites in terms of the forms they will probalaie. As such, they set up likely reading prioriaesi
govern the way a user will extract information fréime Web page.

8.2.2. Corpus-based approach to generic features in Websites

By providing quantitative and qualitative data, pes techniques [49] based on multimodal and
experimentation with eye-tracking techniques previa halfway house in the leap from general
principles to automatic retrieval techniques sitloey reveal basic patterns about genre sets and use
selections from these genre sets. A multimodal worpf Websites [45] annotated at the Webpage
macro-level is thus a way forward in the projectadvb-level annotation, however, needs to be
multimodal. While linguistic annotation methods éd®n mediated discourse principles typically apply
to micro-levels (e.g. the language and discoumnsgtstre of reports). By definition they do not agksl
the higher levels of Website discourse organisatioaracterised by the emergence of new meaning-
making units unique to the Internet and which anlpart derive from previous traditions of literaagd

45



which were expressible partially only by non-digtiechnologies. For this reason, care is beingrtake
ensure that the various methodological approactes@mplementary. This matter also extends to the
construction of (multimodal) LK-compliant corpustaahat are ‘readable’ by the various tools being
developed within the project. Exemplification of imodal macro-annotation of a scalar type (i.e. a
hierarchy of interacting genres ranging frganreletsto macro-genrelsis given in Appendix dn
relation to one Web page genre (namely on-linenals). It can also be applied to other Website genr
such as Website newspapers, company Websites, gogat and institutional Websites, albeit with
different results.

8.3. Conclusion

It is not by chance that today’'s Web is caltb 2.0 The new denomination reflects intertwined
technological and semiotic changes that symbidyidakl each other in a way that has qualitativehyg
guantitatively accelerated processes already egistiWWeb 1.0([52]). The implication is that attempts
to find a solution to the problem of developing amatic detection systems designed to identify
diversity, opinion and bias, and changes theredr dime, can benefit from “atomicivhole-page
procedures to full Website annotations. Web pagesemiotic structures whose meaning making takes
place atpage levebs well as atross-page levedndat sub-page levelAs suggestethter alia by eye-
tracking studies (see Fig. 23 in Appendix C), ithe hierarchy of interacting semiotic structureatt
produces meaning for users in Web pages. This eeapnpvides experimental support for the principle
that images and written text are not ‘read’ in asioin, but are part of a higher order meaning-nmgkin
structure which controls the interactions with, &etween, its subparts.

As the Internet evolves, it is increasingly domatatby compositional hierarchies. There is a
decrease in the number phgeyWebsites that rely on the parchment-based princpkrolling and a
corresponding increase in the 3-D propertiescoéenyWeb sites (e.g. Fig. 13) which rely on horizontal
organisation and ‘piercing-the-page’ access torinéiion. Central to the semiotics view of Websites
described here is the co-contextualising natur&Vebsite objects that derives from the semiotically
hierarchical organisation of Websites. It is this-aontextualising property that determines the
function/meaning of each Website object within abvpage and which governs the ways in which users
extract, and act on, Website information.
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9. Contributions to the solution from library and i nformation science

This section describes the basic notion of Fac&&ssification (FC), construction of a FC and
document classification using the techniques oFa&malysis (FA). A corresponding glossary can be
found in Appendix E.

9.1. Introduction to Faceted Classification

A library classification is a system of coding amganising library materials according to theirjegh
A classification consists of tables of subject hiegsl and classification schedules used to assijass
number (or notation) to each item being classiiaded on that item’s subject. Traditionally, thnegin
types of classification are thought to exist [70]:

*  Enumerative
* Hierarchical
» Faceted or Analytico-Synthetic

The purpose of each type of classification is #mae[77]:

1. to normalise the language of documents on one haddhe language of questions on the other

2. to serve as a useful device to the indexer in titellectual task of characterising the subject
contents of a document (to display synonyms, hifweal and other relationships, to facilitate
intelligent selection of terms by the indexer)

3. to provide a tool to the searcher in analysing @efthing questions to be put into the file

The method by which these purposes are accompligiféets for each system. With enumerative
classifications each subject is subdivided until @issibilities are exhausted. Each subdivision is
assigned a notation, or call number. In a hieraathclassification, each class is subdivided and
subsequently ordered, placing the most generdldimd then moving to the most specific. Analytico-
Synthetic (or faceted) classification developednaer to provide an alternative to what was oftaited

the “Procrustean bed” of the enumerative and hotreal classifications like the Dewey Decimal
Classification (DDC) and the Library of Congresagsification (LCC). A faceted classification divéde
subjects into mutually exclusive, orthogonal categousing the technique of facet analysis [79]

9.2. Facet Analysis and Faceted Classification

A faceted classification is a schedule of standamhs$® to be used in the subject description of
documents. The terms are first of all grouped mdonogenous subject fields (a.k.a. domains). Within
each subject field the terms are divided into gsokipown as “facets”. Within each facet, terms may b
arranged hierarchically. This process of creatimgRC schedule is called Facet Analysis (FA).

Clarity of ‘Facet’ definition is important and consensus of definition amongoeripractitioners is
desirable, though difficult to reach in practicdeTterm ‘Facet’ is most often used as synonymous to
category, attribute, class, group, concept, andatision Ranganathan initially used the phrdsain
of characteristics"while emphasising that facets, “inhere in the scijjentity] themselves, whether we
sense them or not.”. In describing facet, he stéted“a classification of a particular universe [of
entities] is made on the basis of characteristic#i. this sense, a characteristic is a parameter
(representing the principle used for the subdivisiach parameter creates a dimension which ysuall
falls into a small number of groups. Each groupobees a facet, and is itself multidimensional [70].
Furthermore, a facet is defined asdeneric term used to denote any component ofrgpoand subject,
also its ranked forms, terms and numbBei&]. Groups of terms derived by taking each teamd

2 In library classification, standard terms are sifisation scheme specific and each scheme hasvits controlled
vocabulary. So these standard terms are classiiicatheme specific as there are no unanimousbeagnstitutional bodies
for maintaining standards for library classificatio
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defining it, per genus et differentigmvith respect to its parent class [76]. In simpherrds, it can be
defined as “a homogeneous group or category deffinged the universe of entities or knowledge by
applying a set of characteristics”. It may alsoskeen as one part of a subject, situation, etc.hhat
many parts.

Facet Analysis (FA) and Faceted Classification (F@ye not synonymousRanganathan [72][73]
describes Facet Analysis as, “the mental processtbgh the possible trains of characteristics which
can form the basis of classification of a subjeet enumeratedtf{e process of analysighd the exact
measures in which the attributes concerned arelentiin the subject are determined”. Analysis of a
subject into its facets according to the postulates principles stated for that purpose [70]. Téseace
of facet analysis is the sorting of terms in a gifeld of knowledge into homogeneous, mutually
exclusive facets, each derived from the parentars&/by a single characteristic of division [76].

Vanda Broughton [62] advises that, “Although fadetdassification is regarded by many as a
structure with specific characteristics, essentitdcet analysis is a technique, and different nedé
the same universe of discourse can be derived &t different local or subject-specific needs using
different categories and variations on the synt@&nerally, according to J. Mills the facet analgti
approach follows these steps:

Facet Analysis (FA) > Faceted classification (FC) Bacet Analysis (FA)

1. Identification of a universe of entities to organis

FA of a representative sample of entities and mimi®f the entities into arrays

3. Once FA is complete, it is possible to create anWFih involves the formulation of filing and
citation order, index and notation; it is not pb#sito create an FC without conducting FA

4. The process of the subsequent FA then assistseircldssification of entities by facilitating
assignment of subject access points (subject dspbsd notation

N

9.3. Basic steps in the construction of a Faceted C  lassification

FA is “the basic operation in constructing a fadetdassification” [76]. FA is a form of conceptual
analysis that begins by studying the terminologg afentifying the terms used. These terms form the
raw materials for analysis. Each term is examinedl a series of questions asked: What concept does i
represent? In what conceptual category shoulddhigeept be included? What are the class relations
between this concept and other concepts includekeirsame category? The resulting faceted schedule
is a conceptual scheme, a structure in which testogically expressed concepts have been organised
[77]. Vickery [76][77] and Gopinath [65] outlined®e basic steps in the creation of an FC and this
process shows the interplay of FA and FC. Thegesstan be summarised as below:

(1) Define the subject field: This is accomplished by first asking, “what enstigre of interest
to the user group, what aspects of those entite®interest.” [77]. This step involves the
investigation of the domain in hand as well asghose of the classification [6§FA)

(2) Formulate facets: Vickery recommends examination of a representativeje of material
that directly expresses the interests of the usmupg reports, papers, comprehensive texts,
glossaries, subject heading lists etc. This praviddist of candidate terms to use. While
deriving the terms from the domain “a set of cheeastics” can be applied to deduce the
terms.(FA)

a. Sort these terms into homogeneous groups knowacasst
b. Each group is derived by “taking each term andrdedj it with respect to the terms that
are the centre of interest in the classificatigr7].

(3) Structure each facet:Each facet is amplified and structured. It is hall@t this stage to
construct a hierarchical order for the terms ceddcwithin each facet. Even if no well
developed hierarchy emerges, the procedure helgsaiesce synonyms, eliminate terms that
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are collated with the wrong facet, and indicatesgapthe system(FA and preliminary
construction FC)

(4) Create scope notesThese notes will define terms that are unclear @oside instructions
to users and indexers as to the meaning and wesschffacet(FC)

(5) Arrangements of facets:Decide how the facets are to be arranged amongstiees. This
will depend on the use: For post-coordinate usdn(@sthesaurus), arrange into categories.
For a pre-coordinate system like a catalogue, rtftmveghtmust be given tethe sequence of
facets in the schedule and placing them in citataher. The order chosen should be that
which is thought to be of most use to the persamguhe system(FA/FC)

(6) Fundamental Categories: Fundamental categories can be seen as broades lahder
which the similar facets are groupekhere are five and only five fundamental categories
according to Ranganathan: Time, Space, Energy, eklasind Personality [70]. But this
notion of Ranganathan was not widely accepted afidreht researchers came up with
diverse sets of fundamental categories. The CR&sfflcation Research Group) found a list
of 13 helpful: substance (product), organ, constitu structure, shape, property, object of
action (patient, raw material), action, operatijommcess, agent, space, and time. Barbara Kyle
wrote of: natural phenomena, artifacts, activitiasd ‘purposes, aims, ideas and abstracts’.
De Grolier suggested the ‘constant categoriesinoé t space, and action, and the ‘variables’,
substance, organ, analytic, synthetic, propertymfoand organization. Fundamental
categories are useful as a provisional guide inagghing the analysis of a new field [...]
provid[ing] an outline framework [...] and giv[ing] uidance in suggesting possible
characteristics which should not be overlooked.[T®jis topic needs further discussion and
research so as to decide the suitable list of fonesdial categories for almost all the
disciplines of the universe of knowledge.

(7) Create notation: In this step notation is provided for each of taerts so that call numbers
can be constructed for materials in a system d¢ledsiising FC. This topic has been omitted
from this primer, as the present work is not gdimgse notation(FA/FC)

(8) Fitting a notation: This is the final result of FA, in addition to ahedule of terms and one
of the ways in which the full sequence of struatufacets may be displayed. This
arrangement should display the structure of thgestifield helpfully.(FA/FC)

In each of the above-mentioned steps, postulatesiples and canons of classification proposed by
Ranganathan [70] are used as a set of guidingipkesc The forthcoming report will enumerate all
those relevant principles in building a practidaksification scheme.

9.4. Classification of documents according to Facet ed Classification

As is apparent from the previous sections, the B&gan important role in preparing the classifaat
schedule as well as in classifying the actual deminaccording to the given schedule. This section
elaborately deals with the processes and step$/anvan document classification. The underlyingibas
approach involves breaking the given fitleinto various parts and then applying faceted yaiglto
place them under different facets. It is equivalentranslating the subject of the document from a
natural language to the artificial language of waflinumbers forming a classificatory language. The
nine steps followed in succession while classiffandpcument are as follows (the steps are expldiged
using a hypothetical document with the followintgetiand Ranganathan’s five fundamental categories,
i.e. Personality[P], Matter[M], Energy[E], Time [8hd Space [S] are uséd

4 Here “title” refers to any string of words sigriifg a particular subject in the document.

5 We suggest the reader to refer to [70] for a cetephccount of the fundamental categories.
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Title: Nationality as an issue in forthcoming European elections

Step O Raw Title
In this step the title found on the title pageh® document is taken.

Title as found in the title of the documemationality as an issue in forthcoming European
elections

Step 1 Expressive Title:An expressive title is one which covers all theeta of the subject of the
document. Often the Raw Title is incomplete and futly expressive. Therefore, the following
preparation is required to complete the Expressitle:
i If the Basic subject (the domain) is not mentiomethe Raw Title, it is to be added in the Raw
Title, as every compound subject has a Basic suibjec
i If some isolate terms are absent from the Raw ,Titlen infer absent terms from the title-
context and insert them
i If the period covered by the document is not ingidan the title then the classifier has to find
out the period covered by the document by perustiieowhole document and has to insert it
in Raw Title
iv If the Raw title contains derived composite tertmsntthese are to be replaced by fundamental
constituent terms in order to make the Raw Title/ fexpressive
v If the Raw title is a ‘fanciful title', then an ergsive title is to be coined by the classifieeaft
perusal of the document

On the basis of these steps, the expressive tiiddabe:
In political science, nationality as an issue inthcoming European elections to be held in 2009

Step 2 Kernel Title: A kernel title is one which contains only Kernadrins. For this, the following
preparation is necessary:

i Remove the auxiliary or apparatus words such asef, by and up to

i Indicate the kernel term in its nominative singdtam

it Change the first letter of each kernel term int@apital letter

iv Insert a full stop after each kernel term

The above title in Kernel terms would be:
Political science . Nationality . European . Eléons . 2009

Step 3 Analysed Title:
i Place the symbol [BF] against the kernel term degdhe basic subject
i Find out the fundamental category for which theaidenoted by each kernel may be deemed
to be a manifestation and place it against eaclbelm each fundamental category
i Determine the Rounds and Levels to which each Kéene may be assigned
iv Assign the symbols representing Rounds and Lewdlset kernel terms

The above title in Analysed Title terms would be:
Political Science (BF). Nationality (P). Europears|.). Elections (E). 2009 (T)
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Step 4 Transformed Title: Arrange the kernel terms along with their respecgymbols in the
correct sequence. The sequence is determined by the principle of facet sequence [BF][P][M]
[EISIT].

Political Science (BF). Nationality (P). Election&k). European (S). 2009 (T)

Step 5 Title in Standard Terms:Replace each kernel term in the title by its eal@nt terms as
given in the schedules of the scheme for classifican use. For example the above-mentioned title
will be transformed into the following:

Political Science [BF]. Nationality [P]. Election Mthod [E]. Europe[S]. 2009 [T]

Step 6 Title in Focal Numbers:Replace each standard term by its class numbieplate number
as is given in the schedules of the scheme. Fampbeathe above titles in focal numbers using
CCe6th edition would be:

W([BF]. 94[P]. 91[E]. 5[S]. PO9[T]

Step 7 Class Number of the subjecifhis is the final step in which the name of thdjsat is
translated into its class number in the prefertedsificatory language.

So, the final call number/class number of the dcentnwill be (here the notations used are borrowed
from Colon Classification, '6edition):W94:91.5'P09

Step 8 Verification:

i Facet Analysis of the class number: this is donw/iiting each facet number in the subsequent
line along with their respective symbols.

i Transformation into kernel terms: this is done bgting facet number in succession and
against it in the Basic Subject or Isolate Ternthascase may be, which it represents.

i Assembly in Skeleton Form: for this the Facet Teob&ined in the preceding section are to
be assembled in the sequence in which the symbothé facet indicate.

iv Transformation respecting the syntax of the Englisimguage: rearrange the facet terms
obtained in the preceding section in accordancé wiétural language syntax, inserting the
necessary apparatus words.

v Verify whether the name of the subject reached uttfdepreceding section is equivalent to the
raw title of the document being classified.

vi Rectification: If after verification, it is foundhat the name of the subject reached is not
equivalent to the document’s raw title, it mearet tt one step or the other, some mistake has
been made. Trace it out and rectify it and verggia.

9.5 Conclusion

A representation based on faceted ontologiesdntlogies built from FCs, e.g. [215]) of informati

in a generic form would lead to semantic retrievidie knowledge structure to be deployed for the
purpose corresponds to a semantic framework thegaby a generalisation or abstraction of formal
representation of domains [80]. Each domain is saged as consisting of divisions or pieces of
knowledge called facets where a facet is a distiactivision of the domain or subject that is

conceptualised. Each facet in turn contains afsebrcepts of the domain in a hierarchy and marmy su
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facets together comprise a subject domain. Thiseiisdbased on Ranganathan’s theory of facetisation
[70]. The generic manifestations of such subjeptesentations lead to faceted ontologies.

A formalised hierarchical structure of conceptsifera facet. All such facets are assembled together
as required to describe information in each scendilhe facets are recognised as entities, action an
properties of the entities [78].

While the facets themselves are distinct divisiohthe domain and contain the concepts belonging
to the facet within them, there are rules to geteesarface strings for any given term that bringngl
with them the context. These are formalised stritigg represent concepts in their entire context
generated for tracing a term or its variant fornewdng in various domains, by using certain rules
the system about how each term is related to ther@nd in turn the relations between the resources
[81].
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10. Interplay between technologies and methodologie s

This section mainly discusses current cross reBeactivities between technical and methodology
partners. All of them are involved in the procesthwheir individual contributions. Many more cross
partner activities are envisioned for the futureeTuture work will mainly consist of addressing th
issue of representing and managing opinion, bia®rslty and evolution in more detail. In fact, it
should be noted that much of the planned futurekveor basic text and image analysis technologies
relates to the techniques covered in the statbeohitt section. In this section we address in Qi

the future work relating to the interplay betweba technologies and the methodologies (described in
Sections 7, 8 and 9). We will give particular imjamice to opinion and bias detection, the spatidl an
temporal dimensions of knowledge as well as thenatf facet. Of fundamental significance will be
the investigation on how technologies can be useslitomate the annotation processes described by
the single proposed methodologies. We currentlyn gla proceed at least in the following four
directions.

Extraction of the variables to fill the Codebook

The Media Content Analysis (MCA) approach of SORMgcribed in Section 7) involves the use of a
Codebook listing variables and indicators, whiohk amup to now — extracted manually from documents.
Technical partners have analysed the Codebook \tesiigate which variables can be extracted
automatically, semi-automatically or manually. Eveare, additional variables that might be useful fo
the annotation process have been listed by thebobafly partners. The results of these analysepate

of the deliverables in WP2 and WP8. As a preliminstep, the generation of a gold standard from a
document corpus (generated in the context of WB8)ecessary. These documents will be manually
annotated using the already mentioned methodoldges SORA, ISI and PAVIA.

The Codebook variables used in MCA are currentlifaexed manually by analysts. Clearly, an
automatic tool that extracts Codebook variablesldvbe valuable for media content analysts. However,
to develop an automatic extraction tool, a coltacttof manually annotated data is needed to train
statistical extractors and to evaluate their pentorce.

For this purpose, UNITN has been collaborating VBMRA to annotate the Codebook variables as
they appear in news text. The Callisto annotatiool {216] has been selected, and the design of
annotation guidelines is underway. UNITN configuties Callisto tool for the annotation task at hand.
The annotation of a large corpus of text will bedfecial not only for the purpose of creating tofus
MCA, but also for the field of automatic opiniondasentiment analysis in general. An interesting
methodological question is in what way this corpudl differ from previously published opinion-
annotated corpora such as the Multi-Perspectivesture Answering corpus (MPQA) [217], which
focuses on annotating the surface-linguistic exgioes of opinions.

Automatic systems that extract and label piecaexifare today almost exclusively implemented as
statistically trained sequence labellers (at ledstn annotated training data is available). This v&ry
well-researched area, and an off-the-shelf sequiaiedler such as YamCha [218] will serve us as a
high-performance baseline. However, since the idalssequence labelling formulation uses very
limited contextual information, we will explore mesophisticated methods based on more complex
feature interdependencies. This obviously makegteixderence computationally intractable, and we
will explore re-ranking as an approximate searcatsgy, which has been proven successful in several
problems in natural language processing such asngaj219] and semantic role labelling [220]. In re
ranking, a small candidate pool is generated byrgle model (in our case a conventional sequence
labeller), and the complex model selects the tapisg candidate from the pool rather than from the
complete output space.

In addition, UNITN will explore the connection beten opinion structure as annotated by media
content analysts and the discourse structure ofetkis. Discourse structure extraction algorithnil$ w
be trained on the Penn Discourse Treebank [221forAatic discourse structure analysis consists of a
number of diverse sub-problems that will need tedoé&led separately. For instance, we believeftrat
sentence-internal relations between explicit diss®wonnectives and their argument, semantic role
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labelling techniques that rely on syntactic struetunay be adapted. On the other hand, the cleatsific
of discourse relations between adjacent senteram@sot rely on syntax and is still to a large eximmt
unexplored area. We will try to adapt kernel-bated pair classification methods [222] to tacklésth
problem. In addition, we will study if the predimti of discourse structure can be improved by samte s
of global model, such as a sequence model.

ISI's Facet Classification

UNITN and ISI are working on ways to integrate t8&s Faceted Classification with Trento’s work on
lightweight ontologies. The result is what we ¢&dlceted Lightweight Ontologies [215]:

A faceted lightweight ontologys a lightweight ontology where each term and esponding
concept occurring in its node labels must corresptma term and corresponding concept in
the background knowledge, modelled as a facetes$ifieation scheme.

See the example in Fig. 19 and taken from [215}ideéahat here the fundamental categories are those
used by Bhattacharyya [78]. All the terms occurrimghe labels of the faceted lightweight ontolagy

the right correspond to a term and correspondingcept in the medicine domain background
knowledge. They have a well defined structure asdsuch, they are easier to create, to share among
users, and they also provide more organised inpwemantics based applications, such as semantic
search and navigation. In fact, structures commasgd by users to classify their material (docusient
photos, music ...), such as Web directories, folderanchies in a file system, email folder structure
and so on, can be easily (and almost without Ids&formation) translated into faceted lightweight
ontologies.

FACETED LIGHTWEIGH
ONTOLOG

<5

Body and its

organs Circulatory

system Disease

General

Venereal
disease

Tuberculosis

Cell\viruses Q
Diseases 9

Virus Bacteria

Action (A) Space modifier (m)
Clinical diagnosis in Italy e

Symptom and

Nursing
P diagnosis
ol

=
Physical
method

Microscope

_____________________________________________________________________________________________

Fig. 19 —An example of faceted lightweight ontology groundethe medicine domain background knowledge

Text processing and the SORA/ISI/PAVIA methodologis

As mentioned in the state of the art section, ttenntechniques being investigated for text mining
involve mainly extraction of facts and opinionsemtification of dimensions and sources of diversity
classification of documents by topic and genreyal as summarization and aggregation of documents.

According to the MCA methodology (by SORA), therstey point of the process is the specification
of aresearch questigrfor which information has to be collected, anatysand presented. This is made
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more concise by a process of extracting valuespecific variablesrelated to the research question.
Hence, this step corresponds to the query fornaraéind disambiguation process. Starting from an
information need, a query needs to be formulatedichvcan take various forms, such as a set of
keywords, a structured query, or a natural languagery. Furthermore, the query terms may be
ambiguous, which leads to an additional dimensfoiversity?®.

In the next step, relevant information from vari@mirces has to be identified and extracted. This
should cover a variety of factors that possiblytdbate to the diversity of the information relatedthe
research question. A basic issue is to identify amalyse the different topics, as well as theirsfine
sub-topics, that may occur in the selected setaafuthents. This problem can be addressed using
different classification and clustering techniqugsveral tools (mentioned in the state of the ectign)
already exist to facilitate this task. Another imjpnt aspect is the classification of sources wagpect
to genre, register, and type. This analysis caeakethe cultural and situational context used i@ th
documents, which is important for analysing divgrsind bias. Multimodal Genre Analysis (MGA, by
PAVIA) may be helpful for indicating guidelines fénis task, as well as pointing out on which pafts
the documents to focus for the extraction procésmther critical task is the extraction of factsdan
opinions. Once relevant statements have been é&dré#om documents, methods have to be applied to
distinguish between objective and subjective statém Extracted opinions need to be further cleskif
according to their polarity. This is usually added as a three-class classification problem, namely
classifying opinions as positive, negative, or ralutHowever, techniques for more fine grained
characterization are being investigated. This teak reveal what opinions are expressed about the
identified topics or subtopics, and furthermoreniify similar or contradicting opinions, as well agw
these opinions evolve over time. Finally, additiongetadata can be extracted, as explained in the
analysis of SORA’s codebotk involving the opinion holders, or information attdime and location
of identified events. MCA can provide guidelinegasding the information to be extracted from the
selected set of documents. Due to the need forffcient amount of training data in order to apply
machine learning techniques, the manual annotagwaosided by SORA, ISI, and PAVIA will be
especially important.

Once the relevant information has been extracteldaaalysed, the creation of faceted classifications
is needed to facilitate better exploration and gation of the results. The main challenge thatearis
here is how to automatically identify interestiragéts. Usually, this task is performed manuallyicivh
requires that the categories of interest are knowadvance. In addition, this is a time consuming
process, and important aspects in the data mayte be overlooked. Hence, the need arises to
automatically (or semi-automatically) identify intsting facets. For example, existing work attenpts
identify facets that are good descriptors, i.eeythre most effective for representing the datasetyell
as facets that are good navigators, i.e., theyrargt effective for browsing the dataset. Facet ysial
(FA, by ISI) can provide useful guidelines for aéfig metrics for facet selection. This work is tethto
ISI's and UniTN’s collaboration on faceted classafion and lightweight ontologies. Finally, theuks
may need to be summarised and aggregated, whigpicslly achieved through clustering techniques.

Image processing and the SORA/ISI/PAVIA methodologis

As previously mentioned, many features can be etadafrom images in particular and multimedia in
general. An interesting aspect of the image rebearcthe project is to explore if, in particular
circumstances, particular image features are assacwith particular opinion sets, biases or aspett
diversity. UNITN and others in the project are explg the research area of opinion mining and
sentiment analysis, evaluating what features caradsociated to different opinions and emotions
conveyed by images. In cases where there is artiaisa, multimedia analysis may help to clarify
ambiguities from text analysis. Large test setsdotuments classified into opinion classes or
bias/diversity groupings and containing visual &l &s textual information are required to progriss
type of approach. Of course, the image classes beayenerated automatically from documents

% These issues are extensively addressed in WP4h@eeport “Bias and Diversity: Approach, Methoasg Algorithms”)

%" See the reports delivered in WP2.
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successfully classified using text alone and masntipossibly be used to help to disambiguate
documents where the bias is unclear from an asabfghe text only.

Images may often have associated metadata (efgdate, captions, etc) and this may also prove
useful for opinion mining in the same way as comigral text. SOTON's work on automatic image
annotation (e.g. [211][212]) can assign keywordarneannotated images but requires large trainitg se
of annotated images in the same domain. By angysiadicted annotations from an image it may be
possible to link it to segments of the surroundiext that contain similar terms, and to thus gain a
estimate of the opinion or fact that the imagerisng to portray or support from opinions/facts
expressed in the text.

In addition, the use of large-scale robust imagéchiag technologies [213][214] may allow the
provenance of image data to be determined; whetheot the original source of an image corroborates
with information about the image in the documennhfenalysed may hint at bias in the document.

Automatic image content analysis might help withmsoof the stages in this process of using
computer-based tools to accelerate manual annoesatas used for example in the multimodal analysis
from UNIPV. For example, face detection may be usediscover the presence of faces although robust
face detection is mainly only achievable on clezarrfull frontal faces. However, this may be usefud
analysis of the face may possibly be able to disish between smiling and non-smiling faces in some
cases. Recognising that someone holds a partichjact (out of a wide range of objects) is much enor
difficult and would typically require specific olgje detectors trained on large numbers of images of
instances of the objects.

The automatic linking of (automatically) annotaiethges with the surrounding text is something
that it is possible to explore. SOTON aims to amnti improving and developing automatic annotation
techniques and investigate how linking of the aatemt terms with the co-located text might be best
achieved. Techniques to automatically annotate @wasye being carried out in UNITN as well. In
particular, UNITN focuses on annotation techniqdes extracting relevant objects in images. As
introduced before, these annotated terms couldrked with the co-located text to obtain a better
estimate of facts and opinions expressed in a dentim

The intended source documents for the LivingKnogéegroject are expected to be multimodal in
nature. That is, Web-pages and documents thaticontages and text, graphically designed such that
they promote a particular viewpoint. Identifyinggiens of the page, which may contain pertinent
information with regards to opinion and bias regsiran approach like the multimodal analysis
technique from PAVIA. To automate the multimodahlysis it is necessary to first identify potentall
interesting regions of a document, or regions d@natin some way linked (clusters).

One method to find these would be to use the tdbreal structure of the document’s code (HTML
for Web pages, XML for certain documents) that espnts the document. In many cases, related
content in documents is grouped into paragraphstroctural elements like tables or page divisions.
With some explicit rules we may be able to autooadly detect these elements. In the worst case, it
should be possible to provide a semi-manual modereviegions are automatically detected and the user
selects which ones they feel are pertinent.

Another possible method to detect clusters is teater an image of the rendered document
(effectively perform a screen-grab of the documern automated way) and perform image analysis on
it. Using this technique it may be possible to foldsters that span the underlying structural efgmim
documents where the structure is not easily dedediiee accuracy of this method is likely to be loas
it would rely on image analysis techniques whiah much less robust than using the explicit document
code.

Once potential clusters have been detected, theembof those areas needs to be analysed. Back-
projecting into the document model to find the ewmitof the clusters and then performing image xir te
analysis on the contents may provide a way to deter if the regions are in fact useful and, if so,
whether the clusters represent high-level or loveleontent, whether the clusters are related herot
clusters (e.g. containing similar logos, similatotws) and whether they might have specific infeemn
(e.g. smiling or frowning people pictures). Linkstlween clusters may be determined through various
contextual analysis techniques.
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Some of SOTON'’s work is based not on extractiomage content, but an analysis of the context
in which the content was created. For example,aerdranalysis of an image of the leaning tower e&Pi
might possibly be able to identify it, but if th@age is geo-tagged, the possible content of thgema
may be inferred before even looking at it. The eattal information surrounding an article is also
relevant. For example, an initial estimate of th@skof a newspaper article on a particular issug ma
sometimes be inferred by knowing its subject and@® An article in a right-wing publication is diky
to have a completely different view on, for exampiemigration than a left-wing publication.
Analysing the provenance of the information in @ement is a key step towards determining not only
the likelihood of it being an opinion as opposedttact, but also a way of inferring what the opmi
might be, even before any content analysis needsdmn.

Contextual analysis can assist with media contewiyais by simply providing a database of
background knowledge on a range of relevant subjdeor example, if analysing a document on
immigration the document may refer to other souts®gnd what is immediately available. It should be
possible to generate a digest of the documenti€asun order to determine possible bias. If alirees
are generally known to have the same views onubgest then the document probably does not present
a balanced viewpoint.

In the context of facet classification, contextaahlysis allows better classification based ontiexjs
knowledge. For example, an article on a historfaglre is unlikely to specifically mention that the
subject is dead, assuming the reader already kttogisSA computer classifying articles relating tead
people may not pick this up without some kind atkground knowledge base upon which to call.
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Appendix A: An example of Media Content Analysis

This is an example of a Codebddklesigned for (mass) mediated content (here edlyefda mass
media articles). Based on the general model of M@, final Codebook will be applicable to mass
media, press releases, forums and blogs. Thefligariables gives an insight into the possibilitiés
other words, this Codebook is not intended to beastive.

For each variable, the name is given, followed iy $et of possible values (codes) and optional
guidelines for coding. Missing values are given tlo@ventional code 999. In addition, note that the
codes are normally listed in an Excel-template BES-template. The codes are the starting point for
further analysis, in keeping with specific reseagciestions (e.g. diversity of speakers, opinioarmkes
etc.). For further use in (applied) social scieresearch producing such an SPSS-file through adioma
rather than manual annotation is highly significddr data interpretation one could ask for instafioc

the relation Actor-Issue-Time and its evolution oirme in the mediated discourse.

First check, if the article is concerned with “integration” in our understanding by reading headline, sub-line, lead
text and first 150 words of the atticle (if it ends in the middle of a sentence, the rest of the sentence has to be
included). If yes, continue coding.

Note: Done if mannally coded, due to restrictions in time and capacity. Might be exctended when automatically coded.

VARIABLES AT THE ARTICLE-LEVEL

1. Name of variable: AID

Article-identification number

Rules for coding:

Give each article an ID with the first position indicating the content source. (list
to be defined, referring to selected sources, e.g. 1-0001 BBC, 2-0001 Euronews,
3-0001 Economist etc.)

Values (codes) and labels:

running count per content source

2. Name of variable: Year

Year of publication

Values (codes) and labels

Use format YYYY

3. Name of variable: Month

Month of publication

Values (codes) and labels Use format MM
4. Day Day of publication
Codes Use format DD
5. Source Source of Article
1 = mass media website
2 = official website
3 = private website
Etc.
6. Size Size of Article
Codes Counted words
7. Position Is the article reported on the front page?
1 =yes
2 = no
8. Headline Headline of Article
Codes String variable: Type complete headline
9. Subline Subline of Article
Codes String variable: Type complete subline
10. Genre Genre of Article
Codes 1 = news

2 = interview
3 = background article
4 = opinion

Rules for coding

1 News is coded, if it is a day-to-day coverage of events.

2 Interview is coded, if an interview catried out by a journalist is printed

3 Background article is coded for reports, background analysis, features

4 Opinion is coded, if a journalist/guest author/columnist gives his/her opinion
to certain topics.

12. Topic

Main topic of the article

28 The example provided refers to [23], [1], [12], [124], [5] and [15].
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100 = immigration in general, immigration policy

200 = economics (incl. economic integration process of EU/nonEU-countties)
300 = integration (excl. economic integration process)

400 = other (= specify as a string variable)

Note: normally topic plus 1% subtopic and 2" subtopic is coded

Coding of the topic is done by the headline, subline, lead, first 150 words of text

NOTE: more variables to come on article level, according to the final model of content analysis, which will be used in LK

End of coding on article-level

VARIABLES AT THE STATEMENT (CLAIM)-LEVEL

13. CID Identification number of the statement/claim
Count within each article 1-99
14. AID Article identification number of the claim
Same number as on article level
15. Title Title — description of the claim
Brief description of the claim, including main actor, form, addressees, object
actor, aim. String_variable
16. Date Date of the claim YYYY-MM-DD
17. Country Country affiliation

Country where the claim was made, use international abbr.

18. SACT1/2/3

First subject actor = see list below
100 Governments

200 Parliament:

300 Judiciary

400 Police, security

500 Military

600 Central banks

700 Social security organizations

800 Other state executive agencies (EU, European, national)
900 Political parties

1000 Media and journalists

2000 Civil society

Note: list of possible groups of actors with subgroups, 101, 102 ete.

18. SACT1-TYP (2/3)

Type of first subject actor

1 = organisation, institution (e.g. EU-Federation of employees)

2 = representative of unorganised collective (e.g. “worker X”)

3 = anonymous representative (e.g. “a worker”)

4 = anonymous spokesperson for an organization/institution (e.g. “a
spokesperson of the EU-Federation of employees...”)

5 = unorganised collective, not specified / individual person

6 = named spokesperson for and organization/institution (e.g. “Person X,
President of EU-Federation of employees”)

19. SACT1-Name (2/3)

Full name of first actor

20. SACT1-Scope (2/3)

Scope of first actor

1 = supranational

2=EU

3 = other European country (non-EUmember)
4 = national

5 = regional

6 = local

21. FORM

Form of action
= political decisions (legislation, parliamentary vote, administrative decision,
ruling, personnel decisions etc.)
2 = executive action (arrest, criminal investigations etc.)
3 = judicial action (lawsuit)
4 = verbal statements (press conference, press release, interview, public speech,
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survey presentation, publicity campaign etc.)

5 = meetings (party congress, election campaign meeting etc.)

6 = direct-democratic action (referendum, initiative in CH)

7 = petitioning

8 = protest (all types of: demonstrative, confrontational, violent)

Addressee

22. ADD Addressee of speaker 1: the actor to whom the speaker refers in his/her claim
(e.g. The churches called on to the government to do sth. = “churches” ate
speakerl, “the government” is addressee).
Code like SACT1
Note: furthermore, a distinction between opponent/ supported actor is normally made

23. ADD-Typ See SACT1-TYP

24. ADD-Name See SACT1-Name

25. ADD-Scope See SACT1-Scope

Aim

26. Issuel (2/3)

Issue of the claim

100 = immigration in general, immigration policy (note: and subgroups)

200 = economics (incl. economic integration process of EU/nonEU-countries)
(note: and subgroups)

300 = integration (excl. economic integration process) (note: and subgroups)

400 = other (= specify as string variable) (note: and subgroups)

27. Issue-Scopel (2/3)

Scope of first issue

code like SACT1-Scope

28. Issue-countryl (2/3)

Country to which Issue refers

Code like COUNTRY

29. Issue-ratingl (2/3)

Relation of issue position towards European integration

1 = negative

2 = ambivalent/neutral

3 = positive

(e.g. a claim is negative, if it opposes integration of migrants in EU-
Society/labour market. A claim is positive, if it supports the integration of
migrants in EU-society/labour market.)

Object actors

29. OBJ1 (2/3)

Object actor

The actot, whose interests are/would be affected by the claimant’s claim. (e.g.
The churches called on to the government not to deport migrants from country
X. = The government is the addressee, the migrants from country X atre object
actor.)

Code like SACT1

30. OBJ1-Typ (2/3)

See SACT1-TYP

31. OBJ1-Name (2/3)

See SACT1-Name

32. OBJ1-Scope (2/3)

See SACT1-Scope

33. OBJl-effect (2/3)

Effect of the claim on the object actor

1 = negative
2 = ambivalent/neutral
3 = positive

The effect of the claim on an object actor is negative, if he/she is being criticised.
The effect of the claim on the object actor is positive, if he/she is being
supported e.g. “The spokesman x of the EU-Commission X applauded the
efforts of the NGO Z for their suggestions about legal protections for children”,
which would be positive. “The politician X accused company Y of violating
competition law.”, which would be negative.
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Frames

Frames are coded within claims. We distinguish four frames for EU-integration, identity frames, instrumental
frames, historical frames, frames internal to EU-integration process.

Note: For example, we use an existing list of frames referring to EU-integration (Pfetsch et al 2004). There are several methods of how
to generate such lists for empirical research (see eg. Matthes/Kobring 2004), which will be discussed in the part SoA media content

analysis in social science research)

34. Idframe

Identity frames

1 = principles, norms, values (with subcategories: peace, social equality,
responsibility etc.)

2 = institutional, constitutional (with subcategories: human rights, rule of law,
democracy etc.)

3 = governance (with subcategories: transparency, accountability, corruption etc.)

35. Inframe

Instrumental frames

1 = political (with subcategories: stability, security etc.
2 = economical (with subcategories: taxes, inflation, economic growth etc.)

36. Hiframe

Historical frames
Division into centuries, historical re-enactment

37. Ownframe

Frames internal to EU-integration process

1 = political integration

2 = economic integration
= social integration

4 = enlargement in general

38. FrameSum

Summary of frame, stringvariable

39. FrameVerb

Verbal reproduction of frame, stringvariable

List of codes for SACT (Subject actors)

100 Governments:

*  European Union/Community
*  EBuropean Commission, Individual Commissioners, DG

¢ Council

*  Other European but non-EU institutions

*  UN organizations

*  Other supranational/intergovernmental institutions
e National government/ministries

200 Parliament:

*  European Patliament/Patliament Committee/Patliamentary Political Group
* EU Advisory Committee (Committee of the Regions, Economic and Social Committee)
*  Council of Europe (Parliamentary Assembly)

*  UN General Assembly
*  National parliaments

300 Judiciaty

*  European Court of Justice, Court of first instance
* Non-EU European judiciary (European Court of Human Rights et al)

*  United Nations judiciary

*  Other supranational judiciaries

* National judiciaries

400 police, security

*  EU security institutions (Europol et al)

*  European but non-EU police/security institutions, co-operations
*  UN police/security institutions

*  Other supranational police/secutity institutions (Interpol et al)

*  National police/secutity institutions

500 military

e EU military institutions/ co-operation
*  European but non-EU military institutions/co-operations
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*  UN military (blue helmet et al)
*  Other supranational military bodies (Nato et al)

e National military bodies
600 central banks

* EU financial institutions, EU monetary institutions

e  UN central bank

*  Other supranational financial institution (IMF, WTO et al)
700 social security organizations
800 other state executive agencies (EU, European, national)

* E.g. European Monitoring Centre on Racism and Xenophobia, European Environment Agency etc.
900 political parties

*  Buropean political parties

*  Supranational parties

* National parties
1000 media and journalists
2000 civil society

In the following we provide a small example of amicde, the corresponding Codebook and an
example of claim selection.

ARTICLE
Query: BBC (google: <integration “labour force” site:bbc.co.uk>)

Synopsis: In Germany’s 2002 general election campaign immigration — despite claims to the contraty -- became
once more an issue. This article talks about Stoiber’s turn right and how Germany’s messed up integration and
citizenship laws hinder voting of “integrated” immigrants.

Original article:

Wednesday, 18 September, 2002, 11:58 GMT 12:58 UK
Immigration enters Germany's election

Clare Murphy,

BBC News Online, Berlin

Edmund Stoiber's Bavarian government once deported a German-born juvenile delinquent of Turkish parents
"back" to Turkey - a country the young criminal had never set foot in.

In the last election battle waged by Mr Stoibet's conservative CSU party in 1998, immigration played a starring
role. Posters plastered around the provinces advised voters not to back the CSU if they wanted more foreigners in
the country.

This time the Bavarian politician, who is leading the country's conservative coalition into Sunday's general
election, appeared to have dropped the topic from the campaign agenda in an attempt to moderate his hard-right
image and woo the voters of the centre.

Until this week. Having lost its slight edge over Chancellor Gerhard Schroedet's Social Democrats in the opinion
polls in this crucial, final stage, Mr Stoibet's coalition is cleatly rattled.

Immigration - ot the need to curb it - has reclaimed its place on the conservative to-do list.

"They are desperate to latch on to it now," says Halil Yildirim, sitting outside his furniture stall on the vibrant
Bergmannstrasse in Betlin's Kreuzberg district, home to 150,000 people of Turkish origin - Germany's largest
immigrant group.

"We do need some curbs on immigration - it will make life easier for the foreigners who have lived here for
years. But it's totally wrong to make it an election issue."

Situation vacant

The Social Democrat-led government of Chancellor Gerhard Schroeder has looked to what it describes as a
"controlled" immigration policy as a means of filling thousands of both skilled and unskilled vacancies in the
German labour force.

Read Clare Murphy's campaign reports
Despite the country's doggedly high unemployment rates, hospitals and the catering industry in particular lack
low-grade workers, the metal industry also has shortages, while professional posts lie open in firms across the
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country.

Germany's declining birth rate also means that the country, like its European counterpatts, desperately needs
new recruits to work and contribute to its pay-as-you-go pension system.

To this end, a law was passed in May which made it easier for employers to look for labour abroad, a move
broadly welcomed by industry.

Unconvinced

But Mr Stoiber says he is not having any of it. "When we've got more than four million jobless it is simply
irresponsible to open the labour market to everyone," he told German voters this week, vowing to repeal the law if
his conservatives are elected on Sunday.

The consetvatives' priotity: the integration of the seven million foreigners who do live in Germany, including
sending them on compulsory language courses. Germany should not develop into a multi-cultural society, Mr
Stoibet's interior affairs expert declared.

And their words were welcomed by some of those on the grimy streets of Kreuzberg today.

"I'm glad someone has finally brought it up," says Beate Bose, one of the district's few blonde residents.

"We can't just pretend that it's not a problem to have more foreigners who ate prepared to work for low wages
coming into Germany when we've got such a big problem of unemployment."

High-risk strategy

Mr Stoiber will be hoping that the immigrant gambit will play to concerns such as these, and push some of those
millions of floating voters to turn out in support of the conservatives on Sunday.

But it is a gamble. The Bavarian leader has done his utmost to transform his image, and he runs the risk of
alienating those voters who had started to sign up to the idea that Mr Stoiber was indeed a man of the centte - as
well as those industries crying out for foreign labour.

One thing seems certain, though. Many of Kreuzberg's Turkish residents will not be turning out to vote in
Sunday's election.

Despite a new law passed by Mr Schroedet's government which changed Germany's archaic citizenship laws and
made it easier for foreigners to become German nationals with voting rights, the number of Turks applying for
citizenship has fallen since the law came into force.

"It is a law which in fact discriminates against Turks," says Eren Unsal, spokeswoman for Berlin's Tutkish
community. "Under the new rules, we have to drop Turkish nationality if we apply for German citizenship, and
many Turks ate not prepated to do that."

"But I hope those who can do vote. The country's miserable forced integration and immigration policies will
only get worse under Mr Stoiber."

(http://news.bbc.co.uk/2/low/europe/2265652.stm)

CODEBOOK: VARIABLES ON ARTICLE-LEVEL

1. Name of variable: AID Article-identification number 1

2. Name of variable: Year Year of publishing 2002

3. Name of variable: Month | Month of publishing 09

4. Day Day of publishing 18

5. Source Source of Article 1

6. Size Size of Article 728

7. Position Is the article reported on front | 2

page?

8. Headline Headline of Article Immigration enters Germany's election

9. Subline Subline of Article 999

10. Genre Genre of Article 3

12. Topic Main topic of the article 1

End of coding on article-level

SELECTION OF CLAIMS

Main claim: *Quote* But Mr Stoiber says he is not having arfiyto"When we've got more than fo
million jobless it is simply irresponsible to optre labour market to everyone," he told Germanreg

this week, vowing to repeal the law if his conséimes are elected on Sunday.

Ur
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The conservatives' priority: the integration of g®ven million foreigners who do live in Germa
including sending them on compulsory language asur&ermany should not develop into a mu
cultural society, Mr Stoiber's interior affairs eéxpdeclared. *Quote*

Claim 1, Speaker 1, Issue I'When we've got more than four million joblesssisimply irresponsiblé
to open the labour market to everyone," he toldh@er voters this week
OBJ1: to open the labour market to everyone

Claim 1, Speaker 1, Issue 2he told German voters this week, vowing to regbal law if his
conservatives are elected on Sunday.

ADD: German voters

OBJ1: German voters

Claim 1, Speaker 2:The conservatives' priority: the integration of geven million foreigners who ¢
live in Germany, including sending them on comprystanguage courses. Germany should
develop into a multi-cultural society, Mr Stoiberigerior affairs expert declared.

Issue 1: The conservatives' priority: the integration ot theven million foreigners who live
Germany

OBJ1.: foreigners

Issue 2:including sending them on compulsory language s&sir
OBJ1.: foreigners

Issue 3:Germany should not develop into a multi-cultukadisty
ADD: Germany
OBJ1: Germany

Claim 2: *Quote* "They are desperate to latch on to it foggys Halil Yildirim, sitting outside hi
furniture stall on the vibrant Bergmannstrasse @nliB's Kreuzberg district, home to 150,000 peayfl
Turkish origin - Germany's largest immigrant group.

"We do need some curbs on immigration - it will redKe easier for the foreigners who have liy
here for years. But it's totally wrong to makernitedection issue." *Quote*

Claim 3: *Quote* To this end, a law was passed in May whntdde it easier for employers to 100K f
labour abroad, a move broadly welcomed by indus@yote*

Claim 4: *Quote* "I'm glad someone has finally brought fi,'usays Beate Bose, one of the distri
few blonde residents.

"We can't just pretend that it's not a problemagenmore foreigners who are prepared to work far
wages coming into Germany when we've got such gtablem of unemployment.” *Quote*

Claim 5: *Quote* "It is a law which in fact discriminatesgainst Turks," says Eren Uns
spokeswoman for Berlin's Turkish community. "UndbBe new rules, we have to drop Turk
nationality if we apply for German citizenship, amdny Turks are not prepared to do that."

"But | hope those who can do vote. The country'semaible forced integration and immigration polig
will only get worse under Mr Stoiber."
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Appen

General

dix B: Questions which can be answered by the MCA Web Browser

characteristics

Questions

01

Is the text a linguistic unit, a visual unitaomultimodal unit?

02

D be

What dynamic elements are presented in the Fextexample, a printed text is often assumed t
static in nature; however, many printed texts agmachic, containing changes vis-a-vis
participants, circumstances and processes collapged single image (e.g. a printed cartoon).

he

Experiential metafunctions (participants, procegsegcumstances)
The Participants

03

Who/what are the participants in the text?

04

Who/what are the main participants?

05

Are they human, animal or inanimate?

06

Which participants are active?

07

Which participants are passive?

08

What ties exist between the participants?

09

How do they interact?

10

What activities are represented in the text?

11

What activities link up the participants?

12

What actions do the participants undertake?

13

Who/what does what to whom/what?

14

What relationship exists between the participant® circumstances and the actions/activi
depicted? For example: are the participants agbassive or reactive?

ties

15

What changes are there in facial expression?

16

What can we learn from the participants’ gestures?

17

Do the participants look at each other?

18

What physical changes occur? For example, do thicipants bend over or lie down? ... hide
cover themselves up? ... protect themselves? ... betemorarily deformed?

or

19

What mental changes occur?

20

What changes occur in emotional states?

21

What changes occur in behaviour? For examplehégarticipants start: laughing, crying or beco
angry?

me

22

What attitudes does the text suggest?

Process

es: micro-processes

23

What material, verbal, mental, relational, exiserdnd behavioural processes are represented?

24

What visual processes are involved (merging, séipgraotating, spinning?)

25

What metatextual processes are involved (captiohadglling, naming)?

Process

€S. MacCro-processes

26

Is a story told?

27

Who tells the story?

28

What are the characteristics of the story?

29

Have you read/seen the first part of the story?

30

How do you think the story is likely to end?

31

Is the story told by one or more narrators?

Circums

tances

32

What location or locations does the text represent?

33

What temporal scales are involved?

34

In what way are the participants shown to intevdth physical space?

35

What contrasts exist in the spatial circumstandes? example, are the participants and proce
partly in an internal environment and partly inestternal environment?

sSes

36

In what way are the participants shown to intevéth time?
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37

What contrasts exist in the temporal circumstan¢es?example, are the participants and proce
partly in one time and partly in another time?

SSes

Interpersonal metafunction (relationship betweentéxt and the reader/viewer and within the text)

38

How does the text invite the reader/viewer to extduhe actions represented in the text?

39

How does the text invite the reader/viewer to eatdithe events represented in the text?

40

Does the text follow a typical linear left-right@lown reading path or does it follow a more comp
one?
For example, are you invited to cluster-hop inggzag fashion? If so why?

le

41

How does the reader negotiate the meanings métie ext?
For example, are there elements that could bepirgead in different ways by different readers?

42

What interpretations are linked to the viewer'stigatar cultural background?

43

In what ways are the readers requested to becortieipants in the text?

44

How do distance, gaze and perspective contributeeating a relationship between the participamt
the text and the reader?

45

From what angle are the participants viewed? Fangpte: front, side, rear ...

46

How can the reader infer the narrative sequentieeitext?

a7

How is the reader led to adopt a particular intetqtive stance on the text?
For example, are the visual images sensuous, fiatigreabstract or hyper-real?

48

How is the attention of the reader captured? Fstairce, are key-words used?

49

What expectations does the reader/viewer have apadific instances of the genre to which the
relates?

fext

50

How does the reader read the text? What typesading paths exist in this text ?
For example, does the reader jump from runningttegiagrams?

51

What ties exist between the participants? Howlzeg tepresented in the text?

Special

guestions on identities that underpin dfetissues of bias and opinion

52

How far is identity defined by social roles?

53

How far do these roles overlap?

54

How is identity constructed?

55

How does the viewer interpret the identities ekl in the films in this corpus?

56

What is the politics of the notion of identity?

57

What roles do the body and physical interactioretiavshaping identity?

58

What aspects of our identities are shaped by desie and fear?

59

What kind of identities moves our society in newediions?

60

What identities are temporary and which are morenpaent?

61

constraints?

62

What role do transgressive identities play in dcani@ cultural change and over what timescales?

63

What is the relationship between children and adolterms of changing identity?

64

communities: elders/juniors; same gender/non-sandey, same class/non-same class?

65

What strengths and weaknesses are associatedderttity?

66

religion?

67

How is identity related to language?

68

How is language used to reinforce institutionatestgypes?

69

What is the relationship between the individual #relstate?

70

How does the state use stereotypes to control us?

71

How has globalization affected identity? Is idgntitdependent of globalization?

Do we construct identities only from fixed semiotiptions provided by our culture and jts

How are identities in this corpus shaped in termhgnteraction with diverse members of qur

How is identity constructed in terms of nationalityccupation, sexuality, cultural dispositign,
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Textual/compositional metafunction (information ragement, resources, genres)
Macrolevel Resources; Cluster types/primary geregs:speech & thought bubbles, logos slogansps|dgbles,
diagrams, graphs

72

What type of text is this in terms of its use ofttel hierarchies?

73

What processes of recontextualisation exist?

74

How are textual resources used to represent tlenfyiew and ideal/real dichotomies?

75

What primary genres (mini-genres) are there?

76

Is there more than one genre?

77

Is the text in question a scientific text or is tiext a cartoon? Regardless of the genre, whdies t

management in text between given and new informatial between the expected and the unexpeq

78

In what ways do visual modalities contribute to regpings and mergings in the various experier
processes represented in the text? For exampls, theepage contain a graph representing cha

ted?
tial
nges

over time in relation to inflation which shows upexted peaks or troughs caused by major political

events?

Micro level resources (i.e. below the level of dulsters)

79

ink

and

79 | What use is made of framing?

80 | What visual and linguistic resources are explgtexpected in the text?

81 | What use is made of lines to build up highelesohjects e.g. clusters representing participants?

82 | What use of colour is made? What is the siggnifie of colour?

83 | Do particular colours stand out?

84 | What meanings are made by colour changes?

85 | Are there any recognisable shapes: circlesamgtgs, triangles, step-like structures?

86 | What use of language is made?

87 | Is language used to create a running text?tvhg not and how?

88 | Are the visual or linguistic resources ellipted?

89 | Are the visual or linguistic resources convetgerdivergent?

90 | What use is made of dress, hairstyle, clothedymes and other accoutrements?

91 | What representation is given of the human body?

92 | Can sound be a resource in printed texts? Btarne, is onomatopoeia used in the text?

93 | How is the resource integration principle usethe text? With what functions?

94 | How is the meaning-compression principle usdtiéntext? With what functions?

95 | What resources are used to suggest attitudes?

96 | What intertexts exist i.e. are you led to thabdout other texts? Which? Why are you led to th
about them?

97 | Are there links to the context of culture?

98 | What resources are most salient? Why did yok @it these resources? What is the significance of
these resources?

99 | How are the text's various parts linked up?

100 | What changes occur in resource patternings?

101 | What textual units exist? For example, what clsstae there? Are there subclusters, clusters
superclusters?

102 | What clusters function at a metatextual level, dscaptions, callouts, labels, overlays, subfitles



Appendix C: Example of the application of MCAWeb B  rowser

The goal of this appendix is to illustrate the arehy of semiotic units found in Web pages, running
from the lowest to the highest level, in relatiortieMCA Web Browser which uses manual and semi-
automatic techniques and corpus-based annotatidnedneval procedures to identify the hierarchy of
semiotic structures through which opinion and liestypically enacted. The annotation procedures ar
based on the hypothesis thmtltimodal meaning-making units exist in Web pages that go beyond
traditional categories such as written text andt@hoAn example is an online journal, such as the
Economistwith its typical linkage between RUNNING TEXT, BHO and CAPTION, each of which
are co-contextualising subparts of a single whlge tracking tools provide empirical support foe th
existence of, and priority given to, these higheitas Recurring linkages, i.e. MULTIMODAL
COLLOCATIONS, can be detected by thECA system'’s corpus-based query searching tools.

Like automatic extraction of contextual informaticend automatic image term annotation
multimodal annotation is also in its infancy. Howevmultimodal annotation supports both issues. It
addresses the key issue aaintextualisatiorby defining it as a process through which integrai of
visual, verbal and spatial resources — and not gustounding words oco-text (see Collocation in
Appendix D) — function at differerfRanklevels and mutually provide contextual informationWeb
pages, whence the notion dultimodal collocationsrather thanLanguage-only collocationgsee
Appendix D). The annotation methodology used isliitsnultimodal. In other words, the corpus of
annotations thus produced will, at a later stagthénproject, be searchable and capable of idémgify
recurrent (inter)semiotic structures associateth wie expression of opinion and bias. The corpuls wi
have a pivotal role: it will assist in the progressfrom manual to automatic procedures (and vice-
versa) and will constitute a means through whi@wwrious partners can collaborate at various stage
the project. Thus, it will help the project to peed in an incremental, step-like manner. In padicut
is expected that the approach will be able to aacfor thematic expansions (viewed as the unfoldihg
meaning-making processes at the higPegeletandSuperClustetevels) which, as suggested in Fig. 13
and Fig. 14, form the basis of the recurrent andogially-arranged patterning that typifies today’
Web pages. We also expect to be able to carry @muedorm of automatic annotation for example in
relation to the automatic capturing of written téodind on a Web page.

AccessingMCA Web Browse(Fig. 20) it is possible to analyse the contenthef first part of the
“Special Report” as 8uperClusterwithin a typicalCentre-Right Pageldsee Fig. 21 and Fig. 22).
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Fig. 20 — The MCA Web Browser 2.0 home page
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ENCCH POWELL had & point. The Conservative British politician gave warning,
nearly four decades ago, that immigrants were causing such strife that "lke the

Roman, I seem to see the River
nonsanse, as did his adwice that migrants should be encouraged to lezve. Had they

ner foaming with much blood.™

That proved o be

dona so, Britain and other nch countrias that depend heavily on foraign labour
would be in = dreadful state. But one prediction he made was spot an: that by
about now, one in ten people in Britain would be migrants, And indeed, at the last
count in 2005, the Foreign-borm made up 9.7% of the British population.

Fig. 21 - An example of pagey Web page (taken frothe economist.com)
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Fig. 22 — Multimodal annotation of A WEB PAGE fromthe ECONOMIST

An eye-tracking heat map for a part of this Webeygan aggregate of two users reading of the text,
see Fig. 23) lends support for the overall annaadéinalysis. It suggests a primary focus on théreen
right Pagelet(i.e. after rapid scanning of tiie@p BarandIndexing Left Panglfollowed by a focus on
the photo and the associatRdnning TextThe heat map suggests tRbotois analysed in terms of
three subpartsSubClusters19, 20, 21) and that the written text is also kEny subdivided (but
analyzable in terms of well-established languageetianicro annotations). We plan to use comparison
of annotations by different users, corpus retrieral eye-tracking techniques to validate the amproa
and to detect typical patterns of form and distidouof Text Objectsn Websites.

Fig. 23 — A heat map generated by users looking Hie top part of a Economist Webpage
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Appendix D: Glossary of the terms used in Semiotics

COLLOCATION: Word-based collocations and multimodal collocations

Word-based collocations

Collocationsare semiotic units consisting of words which fregflyeco-occur. Prefabricated expressions
such asmaked eye- a well-known construction first discussed by &ir59] — andblind eye which
forms the core of the longer and more variable tansons asturn a blind eye to somethingye
examples of word-based collocations. How many tiisethe word order “white and black” found in
English as compared with the normal collocationatisl and white”? Armed with knowledge about
collocations (and other textual phenomena) it issgae to carry out forensic explorations to essbl
whether written texts have been manipulated. Thidacause readers of texts intuitively ‘tell [the
meaning of] a word by the company it keeps’ [52pwéver, this intuitive capacity has much increased
with the advent of query tools and Web corpora. @wwwebcorporg.uk/) Extraction of collocations
from language corpora by query-based tools is basedandidate words (such a&yg and the
identification of theirco-text(i.e. the words immediately to the right and ldftlee target words). Many
guery tools implement statistical measures basesaryd co-occurrence [51]. Thus, likesantenceor a
clause acollocationis ultimately a way of identifying rules about tivay textsare put together.

Visual or multimodal collocations

“Smile and the whole world smiles with you” says @d saying. Not surprisingly, as Fig. 24 shows,
“doing things with a smile” is a frequent pattemWebsites that often (but not always) correlatél w
positive assessments in accompanyimgtten text We need to find ways of pinning down this
correlation and to do this we need to define thecfions and status of smiles (or for that matter an
other visual phenomenon). Understanding theiran@ical status in texts and photos (Smalar
modelsbelow) is significant in this respect: apart fr@rceptional cases (e.élice in Wonderland
where the Cheshire cat disappeared leawvinly a grin) smiles will always bsecondaryitems/events
normally associated with socially more significéinings: “doing thinggmain activity).. with a smile
(secondary supporting item/event)

March 5, 2008: Butain's "Novel Imnugration Problem™: Toc
Few Polish Im

Fig. 24 — Polish women selling sausages at the Bogh Market in London (from the online version of the
International Herald Tribune)

Visual or multimodal collocatioiis a term used to indicate those secondary iterastewvhich do
not have participant status, but which functiorspecify/contextualise either the role of the pgraat
or the activity which he or she is performing. \&Aswcollocations also indicate relationships, some
recurrent, between these secondary items. In somets,t their use borders on the
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stereotypical/ironical/sensational, insofar as emechge (e.gphoto or drawing) is characterised by a
number of such objects which function to index samseect of the participant, his/her role, or the
socially relevant location in which the depictecerse takes place. People walking with difficulty
through thesnowin the Arctic is not newsworthy; the same eversimgapore is. Theisual collocation
here is the relationship between snow atiter secondary items such as buildings in Singapore tha
‘explains’ and ‘comments on’ the main activity oélking with difficulty as exceptional.

Annotation withMCA Web Browseformalises these relationships on a par with v@acurrence
methods (i.e. word collocations) used with langudgeus the notion of collocation as used in Finhia
and neo-Firthian approaches to language (see {#81)be adapted to suggest the ways in which, for
example, given objects, ways of dressing, occupatiooles and institutional locations exhibit tygic
patterns of distribution in a visual field. The lochtion serves to index the relevant situation or
situation-type. For example, the holding of objemtsools can be indicative of a particular sostaltus
as Fig. 25 suggests. In the current state of reBeae do not know at what level or levels visual
collocations typically occur in Websites (seealar models of genrgand to make progress we need to
acquire this knowledge.

atianal Warkers
3
immigrams

The Documentary Frod B Traces of the I'ast 8 Find an linmigrant

Traval Doeyments

Yourug Galkian iEmageant holsng enveiope
|abaiad “Rad St Lina® Gaint lohn, ksw
Brunswiek hiay 1905

siage
Related topica:

Mizmi

a= o=

Fig. 25 — (on the left) Identifying an immigrant from collectionscanada.gc.ca) ; (on the right) Idetifying an
immigrant as a protester (from usatoday.com)

TEXT AND DISCOURSE: Language-only texts, multimodaltexts, mediated discourse

What is a text? What is a multimodal text? Whatiscourse? What is mediated discourse? Within
semiotics and, in particular, within social senmistidefinitions of these terms are likely to différ
many accountdiscourseandtextare virtually synonymous and refer to languagesie (ihe view taken

in this summary).

Language-only texts
Textsare defined following Halliday [55] as meaning-rimakevents whose functions are determined by
their use in particular social contexts. “Any ligitanguage that is playing some part in a contéxt o
situation, we shall call a text. It may be eithpoken or written, or indeed in any other medium of
expression that we like to think of” ([55]: 10). &xples include telephone calls and service encminte
(spoken), letters (written), emails (which exhifeatures of both written and spoken discourse) and
Websites (which by definition are an example oftmetdia). In this view, language is a basic loweev
semiotic resource which igsedin such a way as to carry out specific functionsodigh typical
grammaticalandtextualpatterns functioning at a higher level (Ss&alar models of genrgd.anguage
is thusnot in itself text, but rather a resource with whichniake texts. For examplegllocations(see
above) may be considered as low-level textual pthtsy are sub-clausal, prefabricated combinatains
words. They are ase/functiorof the basic resource, language, and have thesstatasemiotic/textual
unit.
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Multimodal texts

Multimodal textscombine more than one type of semiotic resoutey; include semiotic resources such
as colour, movement, gesture, gaze, space, timpgeshlines, dots, shading, and spatial disposition

all multimodal textsecessarily include language — for example, maiay rrailway, airport and other
signs, many of which recur in Websites, do notalsense, all texts are multimodal, since language i
itself multimodal, combining, for example in spokiEmms, the resources of intonation, voice quality,
breath control, rate of speaking, hesitations aadsps and, in written forms, (at the very least) th
resources of font and punctuation. With the risenoitimedia technologies, the multimodal nature of
texts is becoming increasingly more pronounced.

Mediated discourse

This viewpoint on discourse asks the questions 8Whs more important in discourse: the material
support for action and meaniog the action and meaning itself?” and “What is tiféecence between
meaning and action?” It answers these questionsidsyming that -prior to analysis— they are
indistinguishable. “We use the phrase ‘mediateibacto highlight the unresolvable dialectic betwee
action and the material means which mediates albhkaction” ([59]:3). Thematerialand thesemiotic
dimensions are thus the two sides of the sameakatin which are fully integrated into the one @le
contextualising activity. Is a toy that a childpkying with merely a support for meaningful adivor

is it action and meaning itself? By assuming #rat object — a toy, a Website, a book, a car, B, @i
tattoo, a painting, a photo, a building -l®tha material objecand a semiotic object with a potential
to instantiate meanings and actions relating to ghesent, past or future, it will be seen that this
viewpoint, already important for written discourdecomes even more significant with multimodal
meaning making ([48]: 175) because of the greaedytical difficulty of separating the materialdan
semiotic dimensions. Not surprisingly, given thimllenge, many advocates of mediated discourse [54]
carry out their theoretical investigations witherefnce to multimodality.

GENRE: Language-based genres and multimodal genres

Language based genres and multimodal genres

The termgenreis used to indicate text types i.e. formal andcfiomal recurrences which make it
possible to distinguish a group of texts from otgesups. For the purposes of this report, the terms
Genre, Discourse Genre, Text Genre, Multimodal @esme being used to refer to the forms and
functions that groups of texts display. For exampte expressions “yellow pages”, “web pages” and
“teletext pages” indicate three text genres whes&utl forms and social use are such to identsyiratt
genres.

Scalar models of genres

The current state of description of Websites and \p&ges in terms of text function and text types is
still limited. What, for example, does Mastheaddo and how is it typically constituted in terms of
semiotic form? What role does it play in a Web pagd a Website? We do not know the answers to
these questions. However, one conceptual tool iblis when describing the relationships between
Website components and their functions, is a seatael, a hypothesis about the semiotic organisatio
of Websites in terms of micro and macro levels.

Highest

v

Lowesi

<
<«

Text Levels Page Pagelet SuperCluster Cluster Sub@ter (Resource)

Genre Levels Macro-genre | Hypergenre | Genre Mini-gere Genrelet (Resource)

Thematic systems where abstract meanings arg Basic user interaction | Basic resources: language, colour, gaze,
made and interpretation gesture, movement, forms (lines and shapes)
spatial disposition etc.

Fig. 26 — Meaning-making units in a Web page
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This hypothesis (see Figure 26) distinguishes b&twa singlénstanceof a meaning-making unit
(i.e. Text level and the possibility of classifying single instas into recurreriypesor genrelevels. In
this view - reading the top row from right to leftaWeb Pages a self-contained a multimodal unit of
discourse quite unlike the archetype page in a lmvatewspaper printed, say, in thé"x®ntury which
had little functional autonomy vis-a-vis other pagand which was nothing more than a convenient
division for printing. A modern Web page is, instea macro-unit whoséunctional autonomyis
defined in terms of the subordinate functional Isvecontains and whose complexity leads us tatpos
at least 5 levels of meaning making.

In order to function, a Web page mixes togetheicham&aning-making resources such as language,
colour, lines and shapes at the very lowest lghelSubClustetevel. These basic subparts make up, for
example, the “Go” button in &earch EngineThe “Go” subpart is then associated to other arbp
(such as th&Vord type-inbox) to form aCluster(in this case realising&earch Enging

By applying these levels we can begin to identiy tecurrent hierarchical patterns that distingaish
Home Pagdrom a Shopping Cart Pagand the many other types of Web pages which éxistor
which, more often than not, names have not yet lbeend. Reading the second row in the Table we
become even more aware of this patterningSuperClustelis a single instance of a set Gfusters
typically juxtaposed to form a repeating patternil@giGenre” or “SuperGenre”is the term used to
define repeated occurrences of the same tygguperClusterWhy is this useful? The answer is that
while there is a high probability of findingRhotoComplex SuperGenoa a Migration Web page i.e. a
semiotic unit made up of a set of juxtaposed phattating to migrant workers, there is an almosrne
certainty that we willneverfind a SearchEngine SuperGenneade up of a set of juxtapos&garch
Enginesin any Website In principle, this approach has applications immie of predictability, for
example, when attempting to identify the semiomitsiassociated with certain expressions of cultura
diversity and their changing nature over time.
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Appendix E: Glossary of the terms used in faceted a  pproaches

Canon: A principle regulating practice in a given subject

Idea: Product of thinking, reflecting, imagining, et®tdy the intellect by integrating with the aid of
logic and/or what is directly apprehended by thaition, and deposited in the memory.

Concept: A concept is the product of association of alreddposited ideas. In other words it can be
said as a perception about a thing by using maegsidFor instance, when a child sees a cow by using
his imagination and intuition he develops many &iee “it has four legs”, “it has one tail” etcater

he can make a concept of cow in his mind by assngiall these ideas. A concept is therefore a
formation deposited in memory as a result of asdimri with other percepts already deposited in the

memory.

Isolate: A single component (‘ingredient’) of a compoundbjgat [64]. Any idea or idea-complex fit to
form a component of a subject, but not by itselftdi be deemed a subject. Isolates are distinctly
different objects, which may be associated; sone raerely distinguishable, though separable by
various means such as quality, consistency, anchtpes. The relations among isolates are notcstati
[76]. These are of two kinds: common isolate aretiy isolate (see below).

Common isolate:Isolates that can form components of several camgsubjects going with each of
all or almost all of the basic subjects. For ins&@astructureis a component of many different subjects
such ad?hysical StructureChemical Structure

Special isolate:Form components of several compound subjects, hwbé&long to a particular basic
subject. For instanc@fectiousis a special isolate which can appear wigease

Subject: The organized or systematized body of ideas witghiield of interest or study. They are often
organized in the form of academic disciplines.

Basic subject: Subjects which do not have isolate ideas as a operg are basic subjects, for instance
Mathematicg70].

Compound: A subject with a basic subject and one or moreateddeas as components. In other words,
it is a subject in which two or more constituenngie concepts are combined. For instarmajn
surgery

Complex Subject: A subject formed by coupling two or more subjed@iise exposition of the first is in
some way limited by the second. For instamdathematics for physicist

Entity: Any existent: concrete or conceptual — that isiagt or an idea [70], which can have attributes,
some of which can serve as a characteristic fasidiv of the main class into groups. Any object or
group of objects which has or may have existeayloch can be held to exist.

Characteristic: An attribute or any attribute-complex with refecerto which the likeness or unlikeness
of entities can be determined and at least twohefnt are unlike. In other words, it is the attribute
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forming the basis of division in classificatioanguage, Form and period are the common
characteristics in the classification of literature

Train of Characteristics: The successive characteristics used to derivaia cff isolates.

Mutually exclusive: In the practice of mathematics, two events areuallyt exclusive if it is not
possible for both of them to occur at the same .timethe case of division of a universe, it is the
characteristics, which must be mutually exclusiwdtat no two headings shall overlap. For examiple,
we choose to divide the places according to thenttims name, we can choose a characteristic like
“country name” and we can have the isolates Iiidia, Italy, etc. but again we can’t choose another
characteristic, e.g. “political units”, becauswill also lead to the name of countries.

Group: Any sub-aggregate of entities formed by the dorisof the entities in a universe

Array: The set of mutually exclusive co-ordinate sub@dadgstally exhaustive of a class derived by its
division according to any one characteristic at amg step in the progress towards its complete
assortment and arranged in the preferred sequence.

Chain: A hierarchy of subclasses of decreasing exteranohincreasing intention derived by successive
division.

Fundamental Category: A form or class of concepts, varying from subjextsubject, into which
isolates can be grouped, e.g.: matter or mateeilagrgy or action, organ property, space, time.
Ranganathan postulates five fundamental categoRessonality Matter, Energy, Time and Space.
Personality covers a particular occurrence (alstec¢amanifestation) of wholeness, for example,
chemical compounds, plants and animals, and pattem, languages, and religions: other fundamental
categories are attributes of personality. The CRIassification Research Group, London) found t lis
of 13 helpful, substance (product), organ, constitu structure, shape, property, object of action
(patient, raw material), action, operation, procesgent, space, and time. Fundamental categorges ar
useful as a provisional guide in approaching thedyesis of a new field, providing an outline frameawo
and giving guidance in suggesting possible charatits which should not be overlooked [76].

Rounds and levels:Rounds and levels are tools to introduce or towalinore than one occurrence of
fundamental categories. In Ranganathan’s fundarestiagories, any Energy facet can introduce a new
round of Personality, Matter and energy facetss®tality, Matter, Space and Time can appear more
than once in a round, these appearances are knevavels. For example, for the tittaJltraviolet
Treatment of Bone Cancer in India in Summer 20Qfe facet sequence would bdedicine [BS];
Bone [1P]; Cancer [1E]; Ultraviolet Ray [2P]; Treatment[2E]; India [S]; 2007 [T]; Summer[T2].
Where:

BS= Basic Subject

1P = First round of personality
2P= Second Round of personality
T2= Second level of time.

1E= First round of Energy

2E= Second round of Energy
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As the diseas€anceris an action on personaliBone it forms the first round of energyreatments
again an action on disease so it forms second rofiadergy Ultraviolet ray is the personality which is
being used for treatment so it deems to occurdorseé round. Similarly within a round every occugen
of personality, matter, space and time will beezhlis level. As in the above exam@emmeis second
level of Time.

Facet: The totality of the subclasses of a basic classesponding to a single fundamental category and
based on a coherent set of characteristics noiniga@d an organ or a constituent of the typicaltgraf

the universe classified [64]. A generic term usedénote any component of a compound subject, also
its ranked forms, terms and numbers [70]. Group®whs derived by taking each term and defining i,
per genus et differentiam, with respect for itseparclass [76]. Or it can be said as a homogeneous
group or category derived from the universe oftegtior knowledge by applying a set of charactesst

It may also be seen as one part of a subjecttisityaetc. that has many parts. In other wordscatfes a
hierarchy of concepts which are used to constsiogle or compound) subjects in a given domain.

Focus: A generic term used to denote any isolate or amyest and also the number of any of them as
well the name denoting any of them. Focus is aiqdar occurrence (also known as manifestation) of
the basic class or of the fundamental categorinsaroed.

Facet Analysis:Analysis of a subject into its facets accordingh® postulates and principles stated for
that purpose (Ranganathan). The essence of faedtsenis the sorting of terms in a given field of

knowledge into homogeneous, mutually exclusive tigceach derived from the parent universe by a
single characteristic of division [76].

Facet Synthesis:Synthesis of the focal numbers of a subject il&ssc numbers according to the
postulates and principles stated for that purptses. a process of creating new compound terms by
combining facets.

Analytico-synthetic Classification: A classification which represents a subject bylyaag it into its
fundamental constituents (isolates) and synthegiziass numbers for the subject out of the isolate
numbers linked by appropriate connecting digitg, €olon Classification

Enumerative classification: A classification made up by enumerating separa#lyhe subjects to be
included, e.qg. the Library of Congress Classifmati

Basic Class:A main class, i.e. a member of first order arrdyttee universe of Knowledge, or a

canonical or traditional subclass of a main clé@sbasic class is a unit member of the product ekss
obtained by dividing the universe of knowledge once
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Appendix F: Glossary of the terms used in Media Con  tent Analysis

Media Content Analysis:

It is an empirical method for (I) systematic antkirsubjective understandable description of teéxdnd
formal characteristics (II) and for inquiring insocial reality that consist of inferring featurdsaonon-
manifest context from features of a manifest wnitiext and other meaningful matters [40][39][38].

Levels of analysis
The level of analysis indicates different unitsted material, which are used for analysis. We niistish
between sampling unit, recording unit, content (goding unit) and context unit.

Sampling unit
The sampling unit consists of the selected matesiaich is used for the study (also called sample).

Recording unit
It consists of the selectgurts from the sampling unit (i.e. one certain articleni a selected webpage).

Unit of analysis
The unit of analysis indicates which elements fitbie sampling unit will be used for analysis. Thé un
of analysis can therefore be

- awhole newspaper,

- an article,

- photos within articles,

- statements within articles,

- frames within statements.

Content (or coding) unit
The content (or coding) unit is the interestingrelsgeristic of the text on a certain level of aséfy.
For example we ask for the speaker (opinion holderhe level of statement.

Context units

,context units are units of textual matter that Betits on the information to be considered in the
description of recording units. [...] the meaning afword typically depends on its syntactical role
within a sentence. To identify which meaning applie a word from a list of dictionary entries, one
must examine the sentence in which the word ocurkHere, the sentence is the context unit and the
word is the recording unit. Sentences are the nahiontext units for individual words, but sentesice
may not be enough. To identify the referent of espeal pronoun, for instance, an analyst may need t
examine a few sentences preceding that pronoujudbe whether a political commentary is positive or
negative for a candidate, an analyst might neekéonine even larger context units, such as a pgwhgr
or a whole speech.” (Krippendorf 2004: 101)

Codebook
The Codebook consists of the rules for codingctitegories, codes, definitions of codes.

Coding / to code

Coding / to code: The manual application of a codébto texts is called coding. Humans read the
content and select the appropriate codes fromdbelmook and fill out an excel-sheet or SPSS-fili wi
these codes for every text.

29 See example in the appendix of the report deliVeraVP8 (deliver WP8.1).
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Indicators
Indicators transform the theoretical assumptions ampirically investigable variables. Each indizat
consists of one or more different variables.

Variables

The variables from the Codebook, which are furéhggregated into indicators, are used for statistica
purposes when responding to research questions Ea@ble consist of two or more labels, which
refer to certain codes.

Codes
Codes are numerical values. Those numerical vakfes to certain information, which the texts are
analysed for. The codes are necessary for furtier ahalysis.

Claim / Statement

Claim is used in a more general sense of “statéhaent is defined as the expression of a fact, ancla
or an opinion by physical or verbal action in théblic sphere.

A statement ideally consists of

. Location of the statement in time and space (wara where has the statement been made?)
. Speaker: the actor making the statement (whemtie statement?)

. Form of the statement (e.g. political actionpa statement etc.)

. The addressee of the statement (at whom iddkensent directed?)

. The substantive issue of the statement (whhtistatement about?)

. Object actor: who is affected by the statemEat/6gainst whom?)

. The justification for the statement (Why shothii$ action by undertaken?)

No ok~ wWDNPR

Frames
Frames are patterns of interpretation for diffeteptcs®.

Research question

A research question is the starting point for evezgearch, for theoretical studies as well as for
empirical studies. Research questions are usedibatatural sciences and social sciences. A rekearc
guestion sets out what the researcher is tryingetoby his/her research. It defines clearly what th
analysis should be about and indicates what theareBer wants to know. It also makes theoretical
assumptions explicit.

%0 See Appendix A for an example.
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