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1 Introduction

Ontology matching is a critical operation in many
well-known metadata intensive applications, such as
data integration and peer-to-peer information shar-
ing. Typically, heterogeneity in these applications is
reduced in two steps: (i) matching ontologies to de-
termine correspondences and (ii) executing correspon-
dences according to an application needs (e.g., data
translation). In this position statement paper we fo-
cus only on the first, i.e., matching step.

In particular, we think of matching as an oper-
ation that takes two graph-like structures, such as
lightweight ontologies [7], and produces a set of cor-
respondences between the nodes of the graphs that
correspond semantically to each other [8, 11].

Many diverse solutions of matching have been pro-
posed so far, see [17, 19] for surveys. Also, recently
this topic has been given a book account in [4]. It is
worth noting that, on the one side, schema matching
is usually performed with the help of techniques trying
to guess the meaning encoded in the schemas. On the
other side, ontology matching systems primarily try to
exploit knowledge explicitly encoded in the ontologies.
In real-world applications, various data and concep-
tual models usually have both well defined and ob-
scure terms, and contexts in which they occur, there-
fore, solutions from both problems would be mutu-
ally beneficial [19]. Similar ideas of cross-fertilization
among databases and artificial intelligence in the field
of matching were also put forward in [16, 18].

Let us discuss one of the challenges in the match-
ing area, which is the lack of background knowledge
in matching tasks [9]. We believe that this challenge
can be best tackled from the multi-disciplinary view-
point, by building on top of the experiences in vari-
ous communities, including databases, artificial intel-
ligence and semantic web.

2 Lack of background knowledge

Recent evaluations of matching systems, such as those
conducted by the Ontology Alignment Evaluation Ini-

tiative - OAEI1 [3] as well as individual evaluations
in [1, 9] show that lack of background knowledge, most
often domain specific knowledge, is one of the key
problems of matching systems. In fact, for example,
should PO match Purchase Order or Project Officer?

Let us consider classifications, such as Google,
Looksmart, Yahoo! and an evaluation dataset, called
TaxME [1], which has been built out of them, see Ta-
ble 1 for some indicators of its complexity.

Table 1: Some indicators of the TaxME dataset complexity.

#nodes max #labels
depth per tree

Google vs. Looksmart 706/1081 11/16 1048/1715

Google vs. Yahoo! 561/665 11/11 722/945

Yahoo! vs. Looksmart 74/140 8/10 101/222

As match quality measures we concentrate here on
recall, which is a completeness measure. It varies in the
[0 1] range, the higher the value, the smaller the set of
correct correspondences which have not been found.
For example, in OAEI-2005, on the TaxME dataset
the best recall results were around 30%. In turn,
in OAEI-2006 there has been shown some progress
by the matching systems and the best recall results
were around 45%. Similar results were also obtained
in [1, 9], see Figure 1 and Figure 2 for the evaluation
summary on the TaxME dataset in 2005 [1, 5] and
2006 [3, 9], respectively.

Notice that TaxME involves large matching tasks
and, as from Figures 1 and 2, all the considered sys-
tems showed low recall values, while most of these sys-
tems for the cases of small examples, usually reported
the recall around 90%. Also, contributing to this prob-
lem, the work in [15] shows that complex matching
solutions, requiring months of algorithms design and
development, on big tasks may perform as badly as a
baseline matcher requiring one hour burden.

There are multiple strategies to attack the problem

1OAEI is a coordinated international initiative that organizes
the evaluation of the increasing number of ontology matching
systems. The main goal of OAEI is to be able to compare sys-
tems and algorithms on the same basis and to allow anyone for
drawing conclusions about the best matching strategies. See
http://oaei.ontologymatching.org/ for details.



Figure 1: Recall: analytical comparative evaluation of 2005.

Figure 2: Recall: analytical comparative evaluation of 2006.

of the lack of background knowledge. Some of the
plausible strategies include:

• Declaring the missing axioms manually as a pre-
match effort, see, e.g., [2, 14].

• Reusing previous match results, see, e.g., [2].

• Querying the web, see, e.g., [12].

• Using domain specific corpus, see, e.g., [13].

• Using domain specific ontologies, see, e.g., [20].

In [9] we have proposed an automatic approach to
deal with the lack of background knowledge in match-
ing tasks by using semantic matching iteratively. In
particular, in semantic matching as implemented in
the S-Match system the key idea is that the relations
(e.g., =, v, w) between nodes are determined by (i) ex-
pressing the entities of the ontologies as logical formu-
las and (ii) reducing the matching problem to a logical
validity problem. Specifically, the entities are trans-
lated into logical formulas which explicitly express the
concept descriptions as encoded in the ontology struc-
ture and in external resources, such as WordNet [6].
This allows for a translation of the matching problem
into a logical validity problem, which can then be effi-
ciently resolved using sound and complete state of the
art satisfiability (SAT) solvers [8, 11]. In iterative se-
mantic matching, in turn, the key idea is to identify
critical points (hard matching tasks) in the matching
process and attack them by exploiting additional so-
phisticated matchers which use, for example, WordNet
glosses. Then, taking into account the newly discov-
ered knowledge as additional axioms, we re-run SAT
solver on a critical task.

3 Future directions

Future work proceeds at least in the following direc-
tions: (i) design and development of the new matchers,
which for example, ask agents available on the web for
the missing knowledge, (ii) involving user within the
matching process, where his/her input is maximally
useful and (iii) conducting further large and extensive
real-world evaluations, see, e.g., [10].
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