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Abstract
This paper deals with two different techniques for the establishment of the optimal calibration intervals of Cesium atomic clocks. In particular, the intervals obtained using a mathematical model derived from a metrological analysis are compared with those calculated with an iterative technique referred to as Simple Response Method (SRM). The remarkable consistency between the results achieved with these different calibration strategies not only provides an experimental cross-validation of both techniques, but it also allows the definition of two interchangeable criteria to ensure the metrological confirmation of any atomic clock of this type.
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1. INTRODUCTION

The establishment of the correct calibration periodicity of measurement instruments is a critical issue in metrology both at a primary standard level and at an industrial level. In fact, in order to reduce the measurement uncertainty and to satisfy the accuracy requirements for the instrument intended use, the calibration intervals have to be chosen so that certain measuring equipment is always employed in a con-
dition of *metrological confirmation* [1]. However, as the calibration procedures are usually expensive, it is sensible to minimize the number of unnecessary calibrations while meeting a preset probability of using the considered instrument in an in-conformance condition. The many possible approaches currently in use to estimate optimal calibration intervals can be roughly gathered into two large groups [2, 3]: the techniques based on mathematical models and those depending on the statistics of experimental tests. The first methods require the collection and the management of a large amount of data as well as a reliability model describing the behavior of the considered class of instruments. The second are based on the adjustment of the calibration intervals as a function of the results of actual and past calibrations [3]. The model-based methods provide excellent results, but their application is usually demanding, so that they are used mainly in metrological laboratories. On the other hand, the techniques based on the statistics of experimental tests, referred to in the following simply as algorithmic because of their intrinsic iterative nature, are particularly suitable in industrial contexts because of their easy applicability. Unfortunately, they can provide at most sub-optimal results [4].

Among the many different kinds of possible measurement processes, the ability of measuring time intervals with a high accuracy is essential in a large number of applications ranging from the synchronization of digital telecommunication networks to fundamental physics experiments. To this purpose, atomic clocks based on Hydrogen, Rubidium or Cesium provide excellent performances in terms of both accuracy and stability.

In this paper, two different methods are compared for the establishment of optimal calibration intervals of atomic clocks. The former, discussed in subsection II.A, is based on a stochastic model that provides an unique optimal solution [5, 6]. The latter, explained in subsection II.B, derives from an iterative procedure and returns a statistical distribution of intervals whose mean value is supposed to be an estimate of the optimal one. Finally, in section III, the results obtained using these two different approaches are reported and commented.
II. EXPERIMENT DESCRIPTION

Basically, optimal calibration intervals are the longest periods of time during which uncertainty-related measurement errors are supposed to remain within a given tolerance interval with a certain level of confidence. In this framework, it is useful to define the End-Of-Period (EOP) instrument reliability as the probability of using an in-tolerance measuring equipment as a function of either the time or the number of calibrations. Accordingly, once a target value for the instrument’s EOP reliability and a tolerance interval are set, the validity of model-based and algorithmic strategies can be verified simply by comparing the duration of the calibration intervals obtained using both techniques. In the current application, such analyses are based on time measures obtained using two distinct Cesium clocks (in the following referred to as Cs1 and Cs3) which are located in the laboratories of the Istituto Elettrotecnico Nazionale (IEN) “G. Ferraris” in Turin, Italy. The experimental data were collected every 12 hours from January 2001 to July 2002 by measuring the difference between the Italian Universal Coordinate Time UTC(IEN) and the time values provided by Cs1 and Cs3. The time deviations associated with Cs1 and Cs3 as a function of the Modified Julian Date (MJD) are shown in Fig. 1(a) and Fig. 1(b), respectively. In this figure, the linear systematic drift affecting the experimental data has been estimated and compensated [8]. In fact, when the analysis of the clock behavior is focused only on the random part of the error pattern, it is possible to achieve a simpler and more objective comparison between the calibration intervals obtained using the model and those calculated iteratively by means of the Simple Response Method (SRM).

A. Optimal calibration intervals estimated using the first crossing time probability

A statistical analysis of the noise affecting time measurements was performed by means of the Allan variance [9]. In fact, this statistical tool enables both the identification of the dominant noise corrupting the experimental data as well as an estimation of the noise power. From this analysis, it results that the random phase errors of the atomic clocks Cs1 and Cs3 can be satisfactorily modelled by a Wiener process with drift. According to its definition [10], the probability of finding a moving particle in the position $c$ at

---

1 MJD is an officially recognized, unambiguous dating system that, using only five digits, allows a continuous day counting starting from hour 0 of November 17, 1858 [7].
the time \( t \) is described by a normal probability density function \( p(\cdot; t) \) with mean \( \mu_t \) and variance \( \sigma^2_t \), where \( \mu \) and \( \sigma \) are referred to as the drift and diffusion coefficients, respectively. Under this hypothesis, the survival probability \( \tilde{P}(t) \) of the Wiener process at time \( t \) between two fixed barriers \( k_1 \) and \( -k_2 \) \((k_1, k_2 > 0)\) can be calculated as follows [10]:

\[
\tilde{P}(t) = \int_{k_2}^{k_1} \tilde{p}(c; t) dc = \int_{k_2}^{k_1} \sum_{n=-\infty}^{\infty} \left[ e^{-\frac{2n(k_1 + k_2)\mu}{\sigma^2}} p(2n(k_1 + k_2) + c; t) - e^{-\frac{2n(k_1 + k_2)\mu}{\sigma^2}} p(2n(k_1 + k_2) + 2k_1 - c; t) \right] dc \tag{1}
\]

where \( \tilde{p}(c; t) \) represents the probability that the process arrives in the position \( c \) at time \( t \) without touching the barriers \( k_1 \) and \( -k_2 \) [6]. In this context, \( t \) represents the temporal distance from the last calibration event. Observe that, in the case considered, the survival probability coincides with the EOP reliability and, consequently, it provides an estimate of the period of time during which an atomic clock can operate correctly without exceeding the given tolerance thresholds \( k_1 \) and \( -k_2 \). The parameters \( \mu \) and \( \sigma \) can be estimated by running the noise analysis on the available time measures. Particularly, the coefficient \( \mu \) can be set equal to 0 because the linear systematic drift of both clocks has been subtracted from the original data. Conversely, the diffusion coefficient \( \sigma \) employed in (1) is directly related to the Allan variance. This has been measured in accordance with the algorithm described in [11]. The obtained values of \( \sigma \) are equal.
to 3.050 ns/√\text{days} for Cs1 and to 2.825 ns/√\text{days} for Cs3, respectively. Three couples of survival probability curves are shown in Fig. 2(a) for Cs1 and Fig. 2(b) for Cs3. The tolerance thresholds $T_1 = -k_2$ used to plot this figure are set equal to 10 ns, 20 ns and 30 ns. Clearly, the larger the tolerance interval is, the higher the probability of finding a clock in a in-conformance condition becomes. Generally speaking, the estimation of the optimal calibration interval is straightforward. After setting the survival probability equal to a given target value such as 95% or 99%, the length $t^*$ of the period of time during which clock errors are supposed to be within the chosen tolerance interval can be evaluated by reversing numerically (1). From a graphical point of view, this means simply to estimate the coordinates of the intersection point between each curve and the wished EOP reliability represented as a dashed horizontal line. As expected, the optimal calibration interval corresponding to a given target reliability is unique.

B. **Optimal calibration intervals estimated using the Simple Response Method**

According to the general definition of Simple Response Method (SRM), the adjustment of calibration intervals depends only on the outcome of the last calibration event: if an instrument meets the preset requirements, then the following calibration interval has to be increased by a factor $a > 0$. Conversely, if the instrument is found to be out of conformance, the duration of the following interval has to be reduced by a factor $0 < b < 1$. This behavior can be summarized as follows:
where $I_n$ represents the duration of the $n$-th calibration interval, while the initial interval $I_0$ is usually based on an a priori risk estimate (technical intuition) of finding the instrument not calibrated at the end of the first confirmation period [1]. If $R_n$ represents the EOP reliability of a certain instrument after the $n$-th calibration event, it has been proved that the design parameters $a$ and $b$ of the SRM are related to the asymptotic EOP reliability $R_\infty$ by the approximate expression:

\[ R_\infty = \lim_{n \to \infty} R_n = \frac{\log \left( \frac{1-b}{1+a} \right)}{\log \left( \frac{1-b}{1+a} \right)}. \tag{3} \]

Although (3) has been determined under the initial assumption that the instrument time-to-failure shows an exponential or Weibull statistical distribution, it has been verified that the same relationship holds approximately even when other distributions are considered. As a result, the value of $a$ assuring a given asymptotic reliability $R_\infty$ can be obtained simply by reversing (3), after choosing an appropriate value of $b$.

In the presented application, a closed-form expression for the EOP reliability associated with Cesium atomic clocks is not available. Therefore, the EOP reliability values are estimated by computing the fraction of clocks whose measurement results remain inside the chosen couple of tolerance thresholds after the $n$-th calibration event. Given that an unique record of time measures was available for either Cs$_1$ or

Figure 3. Reliability of the CS$_1$ (a) and CS$_3$ (b) atomic clocks estimated using the SRM approach. The tolerance thresholds have been set to ±10 ns, the initial interval is $I_0=10T_s$ ($T_s=12$ hours), while the chosen EOP target reliabilities are equal to 99% and 95% in both cases.
Cs$_3$, a random re-sampling mechanism has been used to improve the accuracy of the EOP reliability estimators. This approach is justified by the features of the Wiener process, being the clock random error increments independent and identically distributed. Thus, if $N$ represents the number of the available measures, $M$-1 new records, with $M\leq N$, can be obtained by juxtaposing randomly with replacement the increments between adjacent clock errors calculated on the original set of data. This technique, indeed, is widely used in bootstrap algorithms to estimate the parameters of an unknown distribution of experimental data whose amount is too small to allow the application of more conventional statistical techniques [12][13]. In this way, it is possible to simulate the behavior of $M$ atomic clocks belonging to the same class. In Fig. 3(a) and in Fig. 3(b) the EOP reliabilities of a Cs$_1$ and of a Cs$_3$ clock family are shown for $R_\infty=99\%$ ($a=0.011$ and $b=0.65$) and $R_\infty=95\%$ ($a=0.032$ and $b=0.45$), respectively. In both cases the tolerance thresholds have been set to $T=\pm 10$ ns, whereas the initial interval $I_0=5$ days has been chosen to highlight the transient part of the reliability curves. Observe that, after the transient phase is finished, the clock reliability tends to settle around the asymptotic target value decided during the design stage and the duration of the calibration intervals routinely shifts around the optimal value. In particular, not only is the length of the asymptotic calibration intervals calculated using (2) not constant, but also it tends to exhibit a lognormal probability distribution whose sampling mean returns a valid estimate of the optimal interval.

In order to verify the assumption of lognormal distribution for the asymptotic intervals associated with Cs$_1$, the probability plot shown in Fig. 4 has been employed. In fact, the approximate linear behavior of such a plot supports the stated hypothesis.

III EXPERIMENTAL COMPARISON BETWEEN THE TWO TECHNIQUES

As explained in subsections II.A and II.B, for a given EOP reliability target value and for a given couple of tolerance thresholds, the application of the Wiener process model provides an unique optimal calibration interval, whereas the SRM returns a distribution of intervals whose sampling mean can be regarded as an estimator of the optimal one. Clearly, in order to achieve significant and comparable results, the sampling mean values of the interval durations obtained with the SRM have to be calculated only when
the transient phase of the instrument reliability is finished. The corresponding calibration intervals (in days) are listed in Table I after assuming two distinct target reliability values (99% and 95%) and three different couples of tolerance thresholds \((T=\pm 10 \text{ ns}, T=\pm 20 \text{ ns} \text{ and } T=\pm 30 \text{ ns})\). The threshold selection depends on both the quality of the clock and the accuracy required by the application in which the clock itself is employed. Observe that for the same values of \(T\) and \(R_\infty\), the interval duration obtained using different methods are reasonably close to each other. In the SRM case, the standard deviations of the interval length distributions for both Cs1 and Cs3 range from about 30% to 50% of the mean values reported in Table I, regardless of the chosen EOP target reliability value. The residual difference between each couple of corresponding elements is mainly due to the inaccuracies in the model used to derive (1) and (3). These differences are particularly evident when an EOP target reliability very close to 1 is set. For instance, when a 99% EOP reliability is given, the SRM tends to underestimate the optimal interval. This is probably due to the fact that the SRM is employed in extreme conditions, namely using quite large values of \(b\) and very small values of \(a\). Nevertheless, the agreement between the results achieved with both methods is extremely good.

VI. CONCLUSIONS

A comparative analysis between a metrological model-based technique and an iterative industrial pro-
procedure for the establishment of optimal calibration intervals of Cesium atomic clocks is described in this paper. This study is motivated by the growing importance of avoiding unnecessary calibrations without increasing the risk of making wrong measurement-based decisions. The reported results suggest interesting guidelines for the appropriate selection of the calibration intervals of atomic clocks. In particular, the case of atomic clock errors described by less known or less predictable stochastic processes could take advantage of the SRM procedure. Also, due to the algorithmic, general-purpose properties of the Simple Response Method, the experimental validation provided in this paper can be regarded as the starting point for the definition of widely applicable criteria aimed at managing measurement instrumentation correctly and inexpensively.

Table I. Optimal calibration intervals of the atomic clocks Cs1 and Cs3 obtained using the Wiener process model (unique value) and the Simple Response Method (sampling mean value), respectively. In order to compare the results, the same values of EOP target reliability (99% and 95%) and tolerance thresholds (\(T = \pm 10\) ns, \(T = \pm 20\) ns and \(T = \pm 30\) ns) have been employed.

<table>
<thead>
<tr>
<th>(T)</th>
<th>(R_{\infty})</th>
<th>Optimal calibration intervals expressed in days</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>WS</td>
<td>SRM</td>
</tr>
<tr>
<td></td>
<td>99%</td>
<td>95%</td>
</tr>
<tr>
<td>±10ns</td>
<td>1.4</td>
<td>2.1</td>
</tr>
<tr>
<td>±20ns</td>
<td>5.5</td>
<td>8.6</td>
</tr>
<tr>
<td>±30ns</td>
<td>12.3</td>
<td>19.3</td>
</tr>
</tbody>
</table>
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