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Abstract

The paper presents a new approach based on process calculi to sys-
tems modeling suitable for biological systems. The main characteristic
of process calculi is a linguistic description level to define incrementally
and compositionally executable models. The formalism is suitable to be
exploited on the same system at different levels of abstractions connected
through well defined formal rules. The abstraction principle that repre-
sents biological entities as interacting computational units is the basis of
the computational thinking that can help biology to unravel the functions
of the cell machinery. We discuss then the perspectives that process cal-
culi can open to life sciences and the impact that this can in turn produce
on computer science.

1 Introduction

Systems level understanding of phenomena has recently become an issue in
biology. The complexity of molecular interactions (gene regulatory networks,
signaling pathways, metabolic networks, etc.) makes impossible to handle the
emergent behavior of systems simply by putting together the behavior of their
components. Interaction is a key point in the study of emergence and complexity
in any field and hence in biology as well where the molecular machinery inside
a cell determines the behavior of complex organisms.

Besides interaction, the other key issue to develop computer-based tools
for systems biology is incremental construction of models. We need to add
something to a model once new knowledge is available without altering what
we already did. This is an essential feature for modeling formalisms being
applicable to real size problems (not only in the biological applicative domain).
Many approaches have been investigated in the literature to model and simulate
biological systems (e.g., ODE or stochastic differential equations, Petri nets,
boolean networks, agent-based systems), but most of them suffer limitations
with respect to the above issues.

In recent times, programming languages based approaches have been pro-
posed to generate executable models at a linguistic level. We think that they
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are a suitable tool to address interaction, incremental building of models and
complexity of emergent behavior. As usual in computer science, the definition
of a high level linguistic formalism that then must be mapped onto lower level
representations to be executed may loose efficiency but gain a lot in expressive
power and usability. Being the systems in hand huge, we need such formalisms
to minimize the error prone activity of specifying behavior.

The main idea is that computer networks, and Internet in particular, are
the artificial systems most similar to biological systems. Languages developed
in the last twenty years to study and predict quantitatively the dynamic evo-
lution of these networks could be of help in modeling and analysing biological
systems. Recent results show that process calculi (very simple modeling lan-
guages including the basic feature to model interaction of components) have
been successfully adopted to develop simulators [22, 24, 19] that can faithfully
represent biological behavior.

The correspondence between the way in which computer scientists attacked
the complexity of artificial systems and the way in which such complexity is
emerging in biology when interpreting living systems as information processing
unit [13] is very strict. Therefore computational thinking [26] is a tool that can
extremely help enhance our understanding of living systems dynamics. Com-
putational thinking expresses the attitude of looking at the same problem at
different levels of abstraction and to model it through executable formalisms
that can provide insights on temporal evolution of the problem in hand. There-
fore the basic feature of computational thinking is abstraction of reality in such
a way that the neglected details in the model make it executable by a machine.
Of course, different executable abstractions of the same problem exist and the
choice is driven by the properties to be investigated. Indeed, science history
shows us that a single model for the whole reality does not exist: our modeling
activity must be driven by the properties of the phenomenon under investigation
that we want to look at.

Process calculi have been originally introduced [15, 12] as specification lan-
guages for distributed software systems. The specification can be refined towards
an actual implementation within the same formalism. Any refinement step is
validated by formal proofs of correctness. This approach is a good example of
a framework that imposes the application of the computational thinking and
therefore we work on it to obtain a similar framework for biological systems.

We here briefly and intuitively introduce process calculi (in particular we
concentrate on the β-language) to show on an example how they can be used
to model biological systems. We then investigate the potential of the approach
in a perspective vision. We first discuss how life scientists can improve their
performance by relying on software and conceptual tools that allow them to
mimick the standard activities they perform in wet labs. There are however two
main advantages to work in silico: speed and cost. Actually experiments last
few minutes instead of hours or days and the cost is extremely reduced. Once
the scientist think of having something concrete in silico can move towards the
wet lab and test in practice the hypotheses. Essentially there is an iterative
loop between in silico production of hypothesis and wet testing of them.
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The longer term perspective of the approach is related to enhancement of
computer science. The knowledge we gain from developing linguistic mecha-
nisms to describe and execute the dynamics of complex biological systems could
lead to the definition of a new generation of programming languages and new
programming paradigms that can enhance the software production tools now
available.

2 Conclusions

The new field of computational and systems biology can have a large impact on
the future of science and society. The engine driving the new coming discipline
is its inherent interdisciplinarity at the convergence of computer science and life
sciences. To continue fueling the progress of the field we must ensure a peer-to-
peer collaboration between the scientists of the two disciplines. In fact if one
discipline is considered a service for the other the cross-fertilization will stop
soon. We must create common expectations and really joint projects in which
both computer science and biology can enhance their state-of-the-art.

We must ensure a critical mass of people working in the field and a common
language to exchange ideas. This is a major problem in current collabora-
tions due to the lack of curricula that form people to work in this intersection
area. We must invest time and resources in creating interdisciplinary curricula
(together with new ways of recruiting people considering interdisciplinarity an
added value) to form the new researchers of tomorrow.

Summing up, although a lot has still to be done, we started a new way
of making science that can lead in the next years to unravel the machinery of
cell behavior that in turn can lead to the creation of artificial systems enjoying
the properties of living systems. Computational thinking is different way of
approaching a problem by producing descriptions that are inherently executable
(differently, e.g., from a set of equation). Furthermore the same specification
can be examined at different level of abstractions simply by building a virtual
hierarchy of interpretations. This a common practice in computer science where
artificial systems are usually defined and described in layers depending on the
growing abstraction from the physical architecture.
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