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Abstract
This paper considers recent proposals of introductory-level macroeconomic models that drop the LM apparatus in favour of the straightforward use of the Taylor rule as a means to determine the nominal interest rate and to link the monetary block with the real block of the economy. Whilst one can only agree with the various complaints made against the traditional treatment of the LM apparatus that still survives in modern textbooks, the new IS-AS-TR workhorse has several drawbacks as well, the most serious one being that it completely hides the concept of monetary equilibrium from view, transmitting the faulty idea that the central bank can set the (real!) interest rate at will, with no connection at all with money demand and supply. The paper suggest how a Macro course could be structured around a model of New Keynesian inspiration where the LM block is amended rather than suppressed. Section 2 surveys the foundations of the macro-model. Section 3 deals with the foundations of the role of money in the model, and shows how to derive a consistent LM "gap function" in relation to "output gaps" and "inflation gaps" according to current practice. Section 4 expands upon the monetary block, highlighting that it admits of two monetary policy regimes, the "exogenous-money regime", and the "endogenous-money regime". The latter leads quite naturally to the Taylor rule, while making it clear that this is a particular choice of the central bank, and that it implies an endogenous path of the money stock determined by the underlying money market equilibrium. Section 5 concludes.
1. Introduction

The diffusion of direct control of the interest rate among central banks, and the parallel development of consensus on the so-called "New Neoclassical Synthesis" blending New Classical and New Keynesian insights (Goodfriend and King (1997), Blanchard (2000), Woodford (2003)), have paved the way for the idea that macro-modelling can benefit greatly if it starts directly from the "fundamental three equations" consisting of aggregate demand (IS), aggregate supply (AS) and a Taylor rule (TR) representative of interest-rate-based monetary policy. Taylor (2000), Romer (2000), Allssop and Vines (2000), Carlin and Soskice (2004) provide examples of introductory-level treatments. Aside from the theoretical innovations in the aggregate demand and supply functions (which can be introduced at higher levels of sophistication), the main difference between this new workhorse and the one on duty to date (generally known as IS-AS-LM) is that the TR replaces the LM function as a means to determine the nominal interest rate and to link the monetary block with the real block of the economy.

As argued by Romer (2000), dispensing with the LM apparatus altogether has several advantages. First, in its traditional static version the LM is notoriously faulty in various respects (see also Leijonhufvud (1983) for early warnings): to mention only a few, 1) the LM is derived from money stock equilibrium while being embedded in a flow equilibrium setup, 2) when the real money stock is made explicit as the determinant of the LM schedule, the relevant variable is the general price level (GPL) whereas the key variable in the macroeconomic debate is the inflation rate. Second, from the point of view of monetary policy, the LM implies that the central bank controls the level of the money stock in the economy, whereas today the general practice of central banking is based on direct control of interest rates. By contrast, starting from scratch with output, inflation and the interest rate, as with the TR, is quite attractive and may ease the transition of students from the economics of the press to the economics of the
classroom. As Romer himself notes, however, the diffusion of the IS-AS-TR model in textbooks is rather slow, much slower than one might expect from its academic dominance.

One reason may be that, as is often the case, the change of workhorse does not have advantages alone. There are also drawbacks. B. Friedman (2003) has pointed some of them out. In his view, a major defect on the side of the bare IS-AS-TR framework is that it completely hides the concept of monetary equilibrium from view, transmitting the faulty idea that the central bank can set the interest rate at will, with no connection at all with money demand and supply. This idea is blatantly at variance with the claim that modern macroeconomics should be taught as a discipline firmly rooted in the general-equilibrium principles. It may be added that, at the same time, this representation of the monetary sector conveys the equally faulty idea that, were the central bank to remain passive, the interest rate would be totally unrelated to changing states in the economy such as, say, an increase in inflation or in output. No less problematic is the hazardous shortcut taken by Romer (2000) and Taylor (2000), who posit that the central bank directly sets the real interest rate. This seems hardly viable as a solution to the problem that the old IS-LM system failed to distinguish between nominal and real interest rate owing to the missing link of expected inflation.

These are serious problems, for they do not concern the unavoidable pros and cons of simplifying assumptions and their right dosages, but rather fundamental points of conceptual consistency that may distort the learner's conception of the macroeconomy. As a personal example of someone who teaches macroeconomics on a finance curriculum, the disappearance of the LM apparatus would make it hard for students to recollect the macroeconomic role of the credit and asset markets that they study in separate courses. On the other hand, one can only agree with Romer's remarks against the traditional treatment of the LM apparatus that still survives even in modern textbooks.

Ideally, we would like to have a basic macroeconomic model that conveys clear and theoretically consistent ideas about the relationships

---

1 Indeed, Woodford, in his major and influential treatise (2003), argues that the IS-AS-TR model can be conceived as being totally independent of the existence of money.
among monetary policy, nominal interest rate, output and inflation in the context of short run business cycles by amending the LM block rather than suppressing it. This is the aim of this paper. It may be read as a guide to structuring a Macro course around a basic New Keynesian model, although its main focus is restricted to the monetary block of the economy. Section 2 overviews the foundations of the macro-model. It provides the background for the treatment of the monetary block subsequently expounded, and introduces the AD and AS functions in a form that, according to current practice, relates "output gaps" to "inflation gaps" with respect to general-equilibrium trend values. Section 3 deals with the foundations of the role of money in the model, and shows how to derive a consistent LM "gap function" in relation to output gaps and inflation gaps. Section 4 expands upon the monetary block, highlighting that it admits of two monetary policy regimes, the "exogenous-money regime" where the central bank controls the rate of growth of the money stock, and the "endogenous-money regime" where the central bank sets the nominal interest rate. The latter leads quite naturally to the Taylor rule, while making it clear that this is a particular choice of the central bank, and that it implies an endogenous path of the money stock determined by the underlying money market equilibrium. It can therefore be seen that, when properly re-worked in an inflationary setup, the LM apparatus has no faults, and that the exogenous and endogenous monetary regimes are formally equivalent because they are both consistent with monetary equilibrium. Section 5 concludes.

2. Overview of the macroeconomic model

This section summarizes the building blocks of a simple macroeconomic model of New Keynesian inspiration providing the basic elements for understanding business cycles, that is to say, short-run fluctuations of output and inflation. The introductory elements presented in this section provide the background for the treatment of the monetary block set out subsequently.

2.1 Basic ideas and facts

The approach considered here rests on the idea that output fluctuations occur around a given growth trend, and that the two phenomena are produced by sets of causes that can be analysed separately.
Though this idea has been criticised by important scholars and different schools of thought, both past (e.g. Keynes (1937)) and present (e.g. the "Real Business Cycle" school introduced by, among others, Lucas (1977)), today it is nonetheless part of the "new consensus" in macroeconomics, which is also known as the "New Neoclassical Synthesis" (e.g. Blanchard (2000)).

The economy is "on the trend" when all markets clear and all agents' plans are realized and mutually consistent. In other words, points in time on the trend correspond to the economy being in general equilibrium. The corresponding measure of output is called "potential output". It should be stressed that modern theory distinguishes different types of equilibrium, and different levels of potential output, depending on the working of factors as well as goods markets. If all markets are perfectly competitive and with no "frictions", or more generally if they obey the Walrasian paradigm, then potential output takes the highest possible level corresponding to Pareto efficient allocations in the economy. If any market deviates from perfect competition (e.g. firms have some degree of monopoly power in the output market, or workers have it in the labour market, etc.), the economy will suffer a loss of potential output failing to achieve Pareto efficiency. Generally speaking, these inefficiencies are rubricated as "real rigidities".

In this connection, of particular importance is the idea of "natural rate of unemployment", or else "structural unemployment", introduced into modern macroeconomics by Friedman (1968) and Phelps (1968, 1970). Since then, this idea has received innumerable refinements and developments (and criticisms) in various directions. Their common, stylized features, are twofold: 1) firms and workers are cast in a non-Walrasian environment in which they bargain over the contractual real wage; 2) as a result, in equilibrium, the latter is generally set above the full-employment real wage.2

These imperfections notwithstanding, potential output, being the result of optimal responses by agents to the given market conditions and signals, remains the best possible outcome for the economy, and corresponds

---

2 An alternative approach concentrates the "frictions" in the output market, typically in the form of monopolistic competition over differentiated goods (Blanchard and Kiyotaki (1987)). As is well-known from first principles, profit-maximizing monopolistic pricing entails that the demand price for labour exceeds the competitive one in proportion to the optimal mark-up. Hence the result on the labour market is again that the real wage is set above its full-employment value.
to the general equilibrium of markets, under the given conditions and constraints.

The development of the concept of potential output has led all major official statistical agencies to provide estimated time series of it, which may be used to show that potential output itself may be subject to shocks (the time trend is not linear). Yet, in accordance with the idea of fluctuations set forth at the beginning, the data show further deviations of actual output from its potential level at any point in time.\(^3\) The rate of deviation of actual output \(Y_t\) from potential output \(Y^*_t\) at each point in time \(t\) is usually called "output gap" (i.e. \(\dot{Y}_t = Y_t/Y^*_t - 1\)). For our present purposes we shall ignore shocks to potential output, and in particular, we shall assume that it is constant (the trend growth rate is nil), \(Y^*_t \equiv Y^*\) all \(t\). As regards output gaps, the key idea is that these occur because of inefficient responses of markets to shocks, in particular as regards the missing adjustment of the nominal prices of factors or goods to new market conditions. These other "frictions" are also known as "nominal rigidities"\(^4\).

Like output, also the general price level (GPL) typically increases over time at an uneven pace, so that it, too, can be decomposed into fluctuations and the underlying trend. As long as the GPL is on the trend, prices are growing at the historical inflation rate. Whenever the GPL is

---

\(^3\) It may be added that, over the short time horizon appropriate to the observed frequency and amplitude of fluctuations, the assumption that the autonomous determinants of the growth trend of output are substantially invariant, so that they can be taken as given exogenously, may be accepted as realistic. Or to put it differently, there is no sufficient evidence that the determinants of growth may change with the frequency and amplitude necessary to fit those of the actual business cycles in major industrial economies (Mankiw (1989)). More problematic is the objection that fluctuations themselves may react back onto the determinants of growth (e.g. a slump may shift the economy onto a lower growth path). This possibility is simply ruled out by the way in which the efficient level of output — i.e. the level of output that lies on the trend at each point in time — is obtained in the model (see below).

\(^4\) The combination of real and nominal rigidities is an important feature of the theory. In fact, if there were no real rigidities and the economy reached the Pareto-efficient frontier, we should only observe fluctuations in prices, not in quantities (unless the determinants of potential output fluctuate on their own). The phenomenon of output fluctuations above potential is only conceivable if, when the economy is on the trend, there remains a reserve of unused resources that can be activated under particular circumstances.
above (below) the trend, prices are growing faster (slower) than the historical inflation rate.

Macroeconomic principles have long been taught with reference to the GPL: it is common to read in textbooks that as a result of an increase (reduction) of aggregate demand the GPL rises (falls). This practice is somewhat confusing to ordinary people, who have no experience of falling absolute prices (as a matter of fact, this is a rare phenomenon that may occur in connection with severe general economic crises). If one wants to stick to the tradition, then the correct concept is that the GPL $P_t$, at a given point in time $t$, may rise above (or fall below) its trend value $P_t^*$ at that point in time. Yet, the inflation rate, not the absolute GPL, is at the center of the attention of central banks, as well as of governments, economists and public opinion. Hence, it seems recommendable that the inflation rate is introduced into the picture from the outset.

Moving from the absolute values of the GPL to inflation rates, the time series of the latter can still be interpreted as deviations from the trend traced by the historical inflation rate. In fact, defining the actual inflation rate as $\pi_t = (P_t / P_{t-1}) - 1$, and the historical rate as $\pi_t^* = (P_t^* / P_{t-1}^*) - 1$, it follows that, starting from the GPL being on the trend, $P_{t-1} = P_{t-1}^*$, excess inflation $\pi_t > \pi_t^*$ corresponds to the GPL being above the trend $P_t > P_t^*$ and vice versa.

2.2 Agents and markets

Since modern macroeconomics prescribes general-equilibrium thinking, it should be clarified that the model at hand is built upon a basic general-equilibrium scheme that can be sketched as follows. The economy hosts two classes of private agents: households and firms. The only public policy maker is the central bank. Households own productive human capital, supply this factor to firms at the market wage rate, consume and save. Firms are technical units that transform inputs of human and physical capital into output, which is a single homogenous good that can either be consumed by households or invested by firms themselves as additional physical capital. In order to invest, firms have to borrow out of households’ savings at the market interest rate. Consequently, three markets operate in this economy: the two factor markets, labour and (financial) capital, and the output market. All transactions take place by means of fiat money issued
by the central bank, and therefore all the prices of factors and output are
denominated in money units.

The latter is an important feature of the economy for two reasons. First, it introduces fiat money as a means of payment. Fiat money is not a
spontaneous creation of markets, but an institutional artefact, enforced by
public authorities, aimed at fostering market efficiency. A large
microeconomic literature offers a variety of explanations for this artefact,
whose common trait is the correction of a third class of market "frictions"
that can be traced back to the broad concept of "transaction costs" (e.g.
Goodhart (1989), Walsh (2003)) Second, the fact that in a monetary economy
all prices are denominated in money units (in order to economize on
transaction costs), paves the way for treatment of the main cause of output
fluctuations in this theory, namely nominal rigidities. In this respect one
may find various treatments, focusing on different markets (typically labour
and/or goods markets), and at different levels of complexity (e.g. Mankiw
and Romer (1991)). A simple and consistent introduction to the issue starts
from the observed fact that transactions, especially in factor markets,
largely (though not exclusively) take place by means of long-term contracts,
that
• determine the obligations in nominal terms that are usually (though not
  systematically) not indexed to the GPL, and
• are not revised until expiration.

Hence, our characterization of the labour market is that workers and
firms periodically subscribe to a new labour contract that
• determines the nominal wage rate per hour worked against the number
  of hours worked, and
• is valid for at least 1 period of time with no recontracting.\(^5\)

It is evident that this rather common arrangement in labour market
relations introduces a form of nominal rigidity into the economy. In fact, let
\(W_{t-1}\) be the nominal wage rate set in \(t-1\) for the contract ruling in \(t\). If
workers and firms do not suffer from "money illusion", they set \(W_{t-1}\) by
bargaining over a contractual real wage rate \(\overline{W}^c_t\), augmented for the expected
GPL in period \(t\), i.e.:

\[ \overline{W}^c_t = \overline{W} + \epsilon_t \]

\(^5\) This is a simplified version of the model of "staggered wage contracts" put
forward by Taylor (1980) and which gives rise to a particular form of nominal
rigidity that will be discussed below.
\[ W_{t+1} = W^c_t P^e_t \]

This fact has the major consequence that the actual real wage rate for period \( t \) is given by \( W_t = W_{t-1}/P_t = W^c_t P^e_t/P_t \). In other words, once the labour contract for period \( t \) is in force, firms and workers may face a value of \( W_t \) that is higher (lower) than \( W^c_t \). This effect, also known as "price surprise effect", occurs whenever \( P_t \) is lower (higher) than expected. On the other hand, the price surprise effect hits the real wage rate to the extent that the nominal rate is not immediately adjusted to the actual GPL. In this sense, there is a nominal rigidity in the economy. More precisely, however, the situation is one of *imperfect indexation* due to two concomitant circumstances: 1) a fixed-length contract, 2) imperfect foresight (number 1 would be harmless with perfect foresight of the future GPL; number 2 would be harmless as well if continuous recontracting were possible). Whereas the hypothesis of imperfect foresight needs no particular justification in the real world, fixed-length contracts raise the objection that rational agents (who know that their forecasts are fallible) may not wish to accept these contracts. However, they are widely used in market transactions, and a possible explanation put forward by the literature is that recontracting is costly: as a result, fixed-length contracts are accepted as long as probable losses do not exceed recontracting costs.6

Likewise, the capital market trades corporate bonds that

- determine the nominal interest rate per money unit of loan, and
- are valid forever with no recontracting (unless the issuing firm is foreclosed; note that the individual holder can still "recontract" by selling the bond).

### 2.3 Aggregate supply and inflation

Aggregate supply (AS) is the rate of production that profit-maximizing firms are ready to offer upon employing their optimal inputs of physical and human capital, given the production function that relates output with these inputs.

---

6 This explanation is consistent with the evidence that long term contracts are widespread in economies with low or moderate inflation. Fast growing and unstable prices induce agents to introduce automatic indexation clauses (this was for instance the case in Italy in the 1970s) or destroy any form of commitment altogether (Hymann and Leijonhufvud (1995)).
The standard properties of the production function are those of constant returns to scale and decreasing marginal productivity of factors. It is convenient to add that labour is the more readily variable factor (it can be immediately adjusted vis-à-vis current market conditions), whereas existing capital is the fixed factor (existing capital takes 1 period of time to wear out, new capital takes 1 period of time to become operative). The most convenient representation of these technical data is the Cobb-Douglas production function

\[ Q_t = TK_t^{(1-\alpha)}N_t^{\alpha} \]

where \( T \) stands for "technology" affecting total factors productivity, \( K_t \) is the stock of physical capital available for period \( t \), \( N_t \) is labour (hours worked) employed in period \( t \).

Profit maximization requires that firms pay factors the value of their marginal product at the current sale price, under the budget constraint

\[ P_t Q_t = W_{t-1}N_t + R_{t-1}P_{t-1}K_t \]

This budget constraint (which in aggregate is the national income identity) arises from the fact that firms are committed to paying workers the contractual nominal wage rate \( W_{t-1} \) established one period earlier, and are committed to paying savers the contractual nominal (gross) interest rate \( R_{t-1} \) on the amount of physical capital operating in \( t \) that has been purchased one period earlier by borrowing from savers the relevant amount of funds. Note that by deflating the budget constraint by \( P_t \) we have, in real terms,

\[ Q_t = W_t N_t + R_t K_t \]

where \( W_t = W_{t-1}/P_t \) is the current real wage rate, and \( R_t = R_{t-1}P_{t-1}/P_t = R_{t-1}/(1+\pi_t) \) is the actual real interest rate in period \( t \) on bonds issued in \( t-1 \).

A production function like the Cobb-Douglas, and the real budget constraint, imply that if \( R_t \) is to equate the marginal product of capital, then \( N_t \) should be set to equate the marginal product of labour with \( W_t \). Since \( K_t \) is fixed, while \( N_t \) is variable, firms are allowed to optimize their factors mix by adjusting \( N_t \) in the course of period \( t \) as they observe \( P_t \), given \( W_{t-1} \). The consequent expression for AS can conveniently be derived in log-linear terms from the Cobb-Douglas function, that is,

\[ y^s_t = - y_w (w^s_t + (p^s_t - p_t)) + u^s_t \]

where small-case letters indicate logs of capital-case variables, and \( u^s_t = \tau/(1-\alpha) + k_t \), \( y_w = \alpha/(1-\alpha) \).

Consequently, we can see that employment and AS are sensitive to price forecast errors, and they increase (decrease) as \( p_t > p^s_t \) (\( p_t < p^s_t \)). This
component of aggregate supply is only due to the imperfect indexation of the nominal wage rate. Conversely, we can ask what the level of AS is when there are no forecast errors (or equivalently with perfect indexation of the nominal wage rate), i.e.

\[ y^*_t = - y_w \bar{u}^c_t + u^s_t \]

This level of AS is uniquely determined by the real, or structural, variables and parameters, and it corresponds to the definition of potential output. As recalled above, the level of \( y^*_t \) will in turn correspond to Pareto efficiency and full employment depending on whether \( \bar{u}^c_t \) clears the labour market at full employment or not.

The expression of the output gap is then easily obtained as a function of price forecast errors, in fact in logs,

\[ \hat{\gamma}^s_t = y^*_t - y^*_t = y_w (p_t - p^*_{t-1}) + \hat{u}^s_t \]

We are now in a position to understand the difference between the economy being on the trend or off the trend. On the trend we know that all nominal prices grow at the constant rate \( \pi^* \), and \( \hat{u}^s_t = 0 \) Therefore, at each bargaining round, say at \( t-1 \), firms and workers revise the (log of the) nominal wage rate according to

\[ w_{t-1} - w_{t-2} = \hat{w}_{t-1} = \bar{w}^c_t + \pi^* \]

Unless a specific shock hits the labour market, we can set \( \bar{w}^c_t = 0 \). Hence potential output remains constant, too, at \( y^* \), while the nominal wage rate grows at the rate \( \pi^* \). As long as the GPL does grow at the rate \( \pi^* \), there are no price forecast errors and no output gaps: anticipated inflation is neutral on aggregate supply. By contrast, as soon as the economy deviates from the trend and \( \pi_t \) differs from \( \pi^* \), we can see that

\[ \hat{\gamma}^s_t = y_w (\pi_t - \pi^*) \]

that is to say: output gaps are a function of unanticipated inflation or "inflation gaps”.

### 2.4 Aggregate demand and inflation

Aggregate demand (AD) is the sum of consumption \( C_t \) and investment \( I_t \) in each period \( t \). Each component can be studied separately at various levels of complexity. In traditional Keynesian macroeconomics they were represented as strongly related to two main different determinants, namely current disposable income for consumption, and the current real interest rate for investment. In the Hicksian representation, these relationships
were collapsed in the IS locus, that is to say, the combinations of income and interest rate, such that

\[ S_t = Y_t - C_t(Y_t, \bullet) = I_t(r_t, \bullet) \]

The long and deep micro-foundational work of the last decades has led to quite a different treatment. First, the new consumption theories based on Modigliani's life cycle hypothesis (1954) and Friedman's permanent income hypothesis (1957) tend to downplay the dependence of consumption on current disposable income and to focus on the intertemporal determinants of households’ plans where the interest rate is deemed the crucial variable. Second, developments in investment theory based on explicit firms' intertemporal optimization give prominence to the forward-looking real interest rate either directly or via "Tobin's q" model (1969). One way or another, these models of consumption and investment may be synthetized in simple log-linear AD functions like the following

\[ (4) \quad y^d_t = -y_r(r_t - \pi^e_{t+1}) + u^d_t \]

where the only relevant variable is the expected real interest rate, while \( u^d_t \) captures exogenous real determinants (typically future expected incomes or Friedman's permanent income).

Note that this representation of AD is consistent with our accounting and decision-making framework. In fact, \((r_t - \pi^e_{t+1})\) is relevant to investing firms and saving households as it measures the real return on bonds that firms are expected to pay to savers when purchases of capital at time \( t \) will become operative at time \( t+1 \). In fact, the sign of the coefficient \( y_r \) indicates that when \((r_t - \pi^e_{t+1})\) increases AD decreases because firms wish to invest less and households wish to consume less to save more.

Note, also, that as a consequence the current practice to label equations like (4) with the Hicksian acronym IS is inappropriate and misleading. These are not investment=saving (AD = AS) loci; they are consumption+investment functions, and in some important models, investment is absent altogether (e.g. McCallum and Nelson (1999), Woodford (2003), ch. 4).

As in the case of AS, we can distinguish between AD when the economy is on the trend and when it is not. In the former case, the GPL grows (and agents expect it to grow) at the constant rate \( \pi^* \). Moreover, the economy produces the constant rate of potential supply \( y^* \). Therefore, according to equation (4),

\[ (5) \quad y^* = -y_r(r_t - \pi^*) + u^d_t \]
Clearly, the AD-AS equilibrium at potential output and constant inflation rate implies a related value of the real interest rate,

$$r^* = (u^d - y^*) / y_r$$

This may be called the "natural interest rate" (Woodford (2003), in homage to Knut Wicksell (1898) who first introduced this notion), and it is constant unless the exogenous components of AD ($u^d$) or AS ($y^*$) are shocked.

The modern interpretation of this "natural" value of the real interest rate is that it is part of the real determinants of the general equilibrium of the economy, and that it therefore provides (or should provide) the reference value, or the "anchor", for the nominal interest rate $r_t$ at any point in time $t$. In nominal terms, this requirement can be written as $r^* = r^* + \pi^*$, which is called the "neutral interest rate" or NAIRI (non-accelerating-inflation rate of interest) (e.g. Blinder (1998)). In fact, suppose that $r_t \neq r^*$: it is easy to see that AD in period $t$ deviates from $y^*$ by the amount

(6) \hspace{1cm} \dot{y}^d_t = y^d_t - y^* = -y_r(r_t - r^*) + \ddot{u}^d_t

As a result, we have a "gap equation" for AD, analogous to the "gap equation" for AS, which provides a basic theory of out-of-trend movements of output. These are traced back to "interest rate gaps", that is, deviations of the nominal interest rate from the NAIRI. Positive (negative) interest rate gaps feed downward (upward) shifts of AD. For the economy to produce less (more) output, $\dot{y}^d_t = \dot{y}^d_t$, the current inflation rate should fall (rise) with respect to $\pi^*$:

$$\pi_t - \pi^* = -\frac{y_r}{y_w}(r_t - r^*)$$

Consequently,

- inflation fluctuations (inflation gaps) are inversely related to interest rate gaps
- the inflation rate is stable as long as the nominal interest rate equals the NAIRI

Interest rate gaps in turn may be due either to non-accommodated shocks in the real ($r^*$) or nominal ($\pi^*$) component of the NAIRI itself, or to autonomous changes in $r_t$. In either case, a complete analysis of AD fluctuations requires modelling the determination of the nominal interest rate. Moreover, the reader may have noted that the AD gap equation (6), unlike the AS gap equation (4), does not include the current inflation rate $\pi_t$. On closer inspection, that neither consumption nor investment react to accelerating or decelerating inflation may strain credibility. As we shall see,
this point, too, may be accommodated by appropriate determination of the nominal interest rate.

Before leaving this outline of the macro-model, the reader may raise the legitimate question why the trend inflation rate is what it is. Indeed, so far we have just assumed that the rate $\pi^*$ is given exogenously. Does this model determine this rate? The theoretical answer is no. More precisely, the set of determinants of potential output, and of the associated general equilibrium of markets, \textit{leave the GPL at any point in time indeterminate}. This is the essence of a fundamental principle of general equilibrium theory, that is, Say's Law.

To grasp this principle, in the first place it should be noted that none of the determinants of potential output (technology, preferences, production factors, real interest rate, real wage rate, etc.) depends on the GPL or its growth rate. Even though factor incomes are denominated in money units, it has been assumed that rational agents are free from "money illusion", that is, they bargain over \textit{real} incomes and index their nominal values to the inflation rate. Thus, we have seen, the latter is neutral on real allocations. In the second place, general-equilibrium accounting implies that the value of output is equal to the value of factor incomes, which in turn are allocated to purchases of produced goods. It follows that if factor incomes are split between consumption and saving, and output consists of consumption and capital goods, then saving must equal the value of purchases of capital goods, that is, investment. Therefore, the real interest rate associated with demand-supply equilibrium in the goods market (equation (5)) implies saving-investment equilibrium in the capital market, and the goods market always clears for any amount of potential output. In other words, because of Say's Law, "supply creates its own demand" for any (indeterminate) GPL.

It is of some intellectual interest to observe that, whereas modern theory dictates that macroeconomic relationships should be rigorously derived from microeconomic rational behaviour, Say's Law, which is one of its central tenets, is a purely macroeconomic law that has no counterpart at the level of single markets. At this level, one is taught that there is a single price at which supply can be absorbed by demand. To resume this basic principle at the macro-level, where we deal with one single (composite) good and one single (composite) price, Say's Law should be dropped. This was in fact the central argument put forward by Keynes (1937b) in his effort to devise an entirely new theory of business cycles. The reason why, according
to Keynes, Say's Law does not apply – "the monetary nature of the interest rate" – has then been transfused into the standard treatment of macroeconomic principles, and will be reconsidered below. Others, notably Patinkin (1965), have offered different explanations – such as "real money balances in the demand function" – that have also been systematized in the development of modern macroeconomic theory. For the time being, it suffices to point out the common theme of these variations: to obtain a determinate GPL, demand should depend on the GPL in a way that makes it independent of supply.

3. Money and the nominal interest rate

In the previous section it was stressed that a key feature of the economy is that all transactions take place by means of fiat money issued by the central bank. It was also recalled that this is fundamentally an institutional artefact that fosters market efficiency by reducing the severe transactions costs (time waste for search of double coincidence of wants, carry and storage costs of "barter goods", huge increase of informational requirements regarding "real" relative prices, etc.) that would arise in the absence of a general means of payment.\(^7\) One of the permanent achievements of the "Keynesian Revolution" in modern macroeconomics is that a monetary economy is not just a "barter economy" with "the veil of money" (Hahn (1982)). A consistent representation of a monetary economy should start with money being rationally understood and managed by individual agents. As a consequence, the presence of money should change agents' decisions and market allocations with respect to an economy with no need for money. In the previous section we took a first step in this direction by showing the implications of goods and production factors being denominated in money units. In this section we shall examine the implications of agents' direct management of money.

3.1 The role of money in the economy

---

\(^7\) Beseide theory, hyperinflations are historical experiments showing the serious damage that market economies suffer from the disappearance of fiat money: see e.g. Heymann and Leijonhufvud (1995).
The Keynesian legacy in modern monetary macroeconomics lies in the general proposition that money serves two fundamental purposes in the economy: *means of payment* and *store of value*. Yet it is seldom clarified that these two functions are not separable; they cannot be analyzed or modelled as if they were independent. If agents benefit from *using* money as a means of payment for their *current* transactions, they must also benefit from *holding* money as a store of value for their *future* transactions. This twofold aspect of money can be grasped by observing the sheer fact that any monetary transaction consists of exchanging a good or service for money: one of the two parties in exchange ends up with a money balance. To accept this, he/she should also be confident that his/her money balance will be accepted in exchange for goods and services in future transactions. This is a rational belief to the extent that the currency of denomination of money balances maintains its status of general means of payment and that money balances can be carried over time efficiently. Therefore monetary transactions are feasible over time as long as money is an efficient store of value.

"Efficient" is an attribute that should be viewed on two dimensions. The first is *physical*, and relates to low costs of storage and transport (the historical evolution of means of payments, from particular commodities, to precious metals, up to paper currencies can partly be explained by the search of this dimension of efficiency). The second is *financial*, and concerns the preservation of purchasing power over time. On this latter dimension, in a developed monetary economy, fiat (paper) money competes with other stores of value that have equally negligible storage and transport costs, but may outperform money in preserving purchasing power. Typically, these are interest-bearing financial assets. On the other hand, financial assets in general cannot be used as means of payment: they should be converted into money, or "liquidated", and this is usually a costly operation. Hence money retains a comparative advantage *vis-à-vis* financial assets in terms of *liquidity*. As a result, money and financial assets are substitutes, but not perfect substitutes, in households' portfolios.

These considerations lead to what Keynes called "the monetary nature of the interest rate", the relationship between the interest rate paid by financial assets and the propensity to use money as store of value, that is, *the demand for money*. It is worth emphasizing that, from this perspective, the demand for money relates to the side of the capital market
(typically households) that owns money balances in excess of those allocated to current transactions in goods. The other side of the market (typically firms) wants money balances in addition to those currently available in order to employ them in additional purchases of goods (physical capital). Sales of financial assets are in fact a means to transfer money from the side of the market which is long in money to the side which is short in money. The crucial importance attributed to money demand (of the long side of the market) is that it affects the interest rate paid by firms and hence their investment plans.\(^8\)

### 3.2 The demand for money and the LM equation

The demand for money, as a relationship between the propensity to use money as store value and the interest rate on other assets, can be, and has been, articulated in a variety of approaches and models. A quite general distinction may be drawn between models where the interest rate is certain and those where it is uncertain.

*Under certainty*, the demand for money arises from the comparison between the opportunity cost of money (foregone interests) and the liquidity cost of assets (typically, fixed costs of conversion). The classical references here are the Baumol (1952) and Tobin (1956) "inventory models", or alternatively the "money in the utility function" approach inspired by Patinkin (1965) that has recently been applied extensively (see Walsh (2003, ch. 2)).

*Under uncertainty*, the actual return to an interest-bearing asset when the asset will be liquidated is not known with certainty ex ante. If \( r_t \) is the fixed nominal interest rate paid by a corporate bond issued in period \( t \), and \( p_{ht} \) is its market price, then the actual return rate one period later will be

---

\(^8\) It may be interesting to note that the foregoing concept of money demand, established by Keynes, is somewhat counterintuitive (which may in fact explain the initial difficulties and misunderstandings that surrounded Keynes’s monetary theory). From another point of view, in fact, one may say it is the short side of the capital market that exerts a proper demand for money whereas the long side of the market is in a position to grant the supply of money. On this view, the monetary counterpart of the private asset market gives rise to the market for “inside money”, which redistributes the existing money stock within the private sector. This view was well developed in pre-Keynesian monetary and macroeconomic theories (e.g. Leijonhufvud (1981)).
\[ \tilde{r}_{t+1} = \frac{\tilde{r}_t}{p_{bt}} + \tilde{p}_{bt+1} \]

where \( \tilde{p}_{bt+1} \) is the rate of change of the market price, which is the typical source of uncertainty over \( \tilde{r}_{t+1} \). Therefore, in this context, the opportunity cost of money is given by the expected return to risky assets, while the liquidity cost of assets is given by prospective capital losses. This approach has led to the inclusion of money in portfolio analysis, as first put forward by Hicks (1935) and then fully developed by Tobin (1969).

In spite of the substantial differences across the various approaches, the specifications of the demand for money (as well as its empirical tests) boil down to a remarkably simple common core, which, in logs, reads as follows

\[(7) \quad m^d_t = p_t + m_y y_t - m_r r_t + u^m_t \]

That is to say, the demand for money is exactly proportional to (or "homogeneous of degree 1" with) the GPL, positively related to the real value of transactions (e.g. output), and negatively related to the nominal interest rate on bonds. The variables in \( u^m_t \) and the parameters \( m_y \) and \( m_r \) reflect the different assumptions underlying the different models (e.g. Goodhart (1989)). For instance, in a simple inventory model under certainty \( u^m_t \) is proportional to the fixed liquidation costs and \( m_y = m_r = 0.5 \). Under uncertainty, \( u^m_t \) is related to total financial wealth, and \( m_r \) is weighted by the degree of risk aversion and the variance of the return to bonds, indicating that high risk and high risk aversion reduce the elasticity of money demand to the interest rate (or that risky assets are poorer substitutes for money). As a result, a higher interest rate is needed to induce a shift from money to bonds.

Equation (7) can be used to make explicit the relationship between interest rate and money. If \( m_t \) is the stock of money available in the economy in period \( t \), monetary equilibrium requires that \( m_t = m^d_t \). As a result, we obtain the Hicksian LM equation, which indicates the value of \( r_t \) for which the money stock \( m_t \) satisfies the demand \( m^d_t \), i.e.

\[(8) \quad r_t = \frac{m_y}{m_r} y_t - \frac{1}{m_r} (m_t - p_t) + \frac{1}{m_r} u^m_t \]

As is clear from this equation, all the determinants of money demand, together with the real value of the stock of money in the economy \( (m_t - p_t) \), influence the interest rate and all interest-sensitive expenditures.
3.3 The LM and inflation

It is convenient to recast at once the demand for money and the LM equation in our macroeconomic framework. In the first place, we may wish to see how much money the economy demands on the trend. Given the potential output $y^*$ and the NAIRI $r^*$, equation (7) gives us the answer for a constant GPL. If on the trend the GPL grows at the constant rate $\pi^*$, we should first understand how inflation affects money demand. This is quite simple to see. Starting on trend in any period, the time first difference of equation (7) indicates by how much money demand may change in the next period, i.e.

$$
\mu_t^d = m_d t - m_d t-1 = \pi_t + m_y \hat{y}_t - m_r \hat{\pi}_t + \hat{u} m_t
$$

Hence, on the trend ($\hat{y}_t$, $\hat{\pi}_t$, $\hat{u} m_t$) = 0, money demand grows one-to-one with the inflation rate as a direct consequence of the increasing value of transactions. Consequently, monetary equilibrium requires an equivalent growth rate of the money stock, $\mu^* = \pi^*$.

This condition is important: among other reasons, because it guarantees that the interest rate coincides with the NAIRI. In fact, we can use the LM equation (8) to examine the consequences on $r_t$ of the economy being off the trend. Actually, what we need is a LM "gap equation" that indicates how $r_t$ may deviate from $r^*$, i.e.

$$
\hat{r}_t = \frac{m_y}{m_r} \hat{y}_t - \frac{1}{m_r} (\hat{\mu}_t - \hat{\pi}_t) + \frac{1}{m_r} \hat{u} m_t
$$

Therefore, apart from exogenous money demand shocks $\hat{u} m_t$, the interest rate may deviate from the NAIRI in response to output gaps, inflation gaps or too fast/slow money growth.

First of all, the reader can check that, as argued above, as long as output and inflation are on the trend ($\hat{y}_t = 0$, $\hat{\pi}_t = 0$), and $\hat{u} m_t = 0$, $\hat{\mu}_t = 0$ indeed guarantees that $r_t = r^*$. Otherwise, excessive or insufficient $\mu_t$ with respect to $\mu^*$ makes $r_t$ increase or decrease with respect to $r^*$. On the other hand, if $\hat{\mu}_t = 0$, $r_t$ may still increase or decrease according to the rise or fall in the demand for transaction balances (in real ($\hat{y}_t$) and/or nominal ($\hat{\pi}_t$) terms), or to exogenous shocks $\hat{u} m_t$. The positive relation between interest rate gaps and inflation gaps is interesting and corresponds to the so-called "real balance effect" in an inflationary context. To see this point more clearly suppose that all variables are at their trend values ($\hat{y}_t = 0$, $\hat{u} m_t = 0$, $\hat{\mu}_t = 0$) except excess inflation ($\hat{\pi}_t > 0$). In this situation the trend money growth rate $\mu^*$ is no longer commensurate to actual inflation, the real value of
money balances falls, the economy develops excess money demand and the interest rate increases.

4. Alternative monetary regimes: exogenous vs. endogenous money

We have now all the elements for a complete system of AD, AS, LM equations "in gaps" that describes how the economy may deviate from the trend. Imposing that the output market clears in each period, $\hat{y}_t^d = \hat{y}_t^s$, we obtain

\begin{align*}
(11) & \quad \dot{\hat{y}}_t = -y_r\hat{r}_t + \hat{u}_t^d \\
(12) & \quad \hat{\pi}_t = \frac{1}{\gamma_w} \hat{y}_t - \hat{u}_t^s \\
(13) & \qquad \text{a) } \hat{r}_t = \frac{m_u}{m_r} \hat{y}_t - \frac{1}{m_r} (\hat{\pi}_t - \hat{\pi}_t) + \frac{1}{m_r} \hat{u}_t^m \\
& \qquad \text{b) } \hat{\mu}_t = \hat{\pi}_t + m_y \hat{y}_t - m_r \hat{r}_t + \hat{u}_t^m
\end{align*}

The system consists of three equations, the last two being alternative specifications of the LM. These reflect the alternative choice between two monetary policy instruments to which there correspond two different monetary regimes. In the case a), the economy is said to be in a regime of exogenous money: the central bank controls $\mu_t$ and lets $r_t$ be determined by the market. In the case b), the economy is in a regime of endogenous money: the instrument is $r_t$ and the determination of $\mu_t$ is left to the market. The two regimes will be discussed below.

Given the set of trend variables ($y^*, \pi^*, r^*, \mu^*$) and any of the shocks ($\hat{u}_t^d, \hat{u}_t^s, \hat{u}_t^m$), the system allows for determination of three endogenous "gap" variables ($\dot{\hat{y}}_t$, $\hat{\pi}_t$, $\hat{r}_t$ or $\hat{\mu}_t$). This ensures that the system is determinate. Moreover, for $(\hat{u}_t^d, \hat{u}_t^s, \hat{u}_t^m) = 0$, it admits of a configuration consistent with the economy being on the trend, namely $(\dot{\hat{y}}_t, \hat{\pi}_t, \hat{r}_t, \hat{\mu}_t) = 0$. It also highlights two main classes of phenomena that may shift the economy off the trend:

- **real shocks**, either from the AD side ($\hat{u}_t^d$) or from the AS side ($\hat{u}_t^s$)
- **monetary shocks**, either from the demand side ($\hat{u}_t^m$) or from the supply side $\hat{\mu}_t, \hat{r}_t$
The point on which we focus in this section is the role of monetary policy within this picture. The main messages of today's "majority view" are two. First, do not disturb the economy with undue money supply shocks. For the economy to remain on the trend, the money stock should grow at the trend inflation rate, otherwise the interest rate deviates from the NAIRI and feeds off-trend movements of AD and AS. Second, in the presence of other exogenous shocks, monetary policy should implement a suitable stabilization policy driving the economy back on trend.

Both recommendations require accurate understanding of how monetary policy works and can be implemented, which is beyond our scope here. Suffice it to consider the preliminary and fundamental issue concerning the choice of the policy instrument between the money growth rate or instead the interest rate.

4.1 Exogenous money

This term indicates that the central bank has direct control of (and adopts as instrument) the process of money growth μ,; consequently, the interest rate is the dependent variable of the LM equation, that is, it is determined endogenously by the monetary equilibrium conditions, the other variables in the equation being given. Typically, the central banks that opt for this regime (e.g. the former Bundesbank in Germany, and now, in part, the European Central Bank in the euro area) announce a target for the money growth rate and operate accordingly. Our model, as explained above, also indicates what this target should be as long as the economy is on the trend. The proportionality between the growth rate of the money stock and the inflation rate along the general equilibrium path of the economy was (re)established in the post-Keynes era by Friedman (1968) and his Monetarist school. He spelt it out in his well-known slogan of the "k% growth rule", which can therefore be called the "Friedman rule". This view had a strong influence on the theory and practice of monetary policy for the subsequent two or three decades.

It may be added that the Monetarists were also convinced that there was no particular need for the central bank to intervene actively to stabilize the economy even in the presence of exogenous shocks. Their idea was that the real part of the system (equations (11) and (12)) is inherently resilient to shocks, even though the money growth rate is just kept in line with its trend value. A preliminary check of this claim can be done upon noting that, in the
exogenous money regime, the LM equation (13)(a) can be substituted for \( \hat{\pi}_t \) into the AD equation (11). As a result, as long as \( \dot{\mu}_t = 0 \), AD is decreasing with respect to \( \hat{\pi}_t \) (e.g. \( \hat{\pi}_t < 0 \) ceteris paribus lowers the interest rate which stimulates AD, see Figure 1). This is equivalent to the textbook AD equation decreasing with the GPL. Since the AS function is increasing with \( \hat{\pi}_t \), elementary market stability analysis suggests that the system is stable.

**Figure 1. The AD and AS "gap functions"**

![Diagram](https://via.placeholder.com/150)

In order to gain a better assessment of the Monetarist approach it may be useful to see the model at work by means of simulations. To this end, our system should be enriched with a proper dynamic structure of "leads and lags". The simplest, yet sufficient, modification consists of adding a lagged output gap term to the r.h.s. of the AD equation (11). As a matter of fact, there is ample evidence that output gaps display some autocorrelation or "inertia" (e.g. Sims (1992)). The trend inflation rate is fixed at \( \pi^* = 2\% \), so that \( \mu^* = 2\% \).\(^9\)

\(^9\) The other parameters of the model have been set with reference to broad empirical regularities of developed countries, namely, an autocorrelation coefficient of 0.3, an AD elasticity to interest rate gaps \( y_r = 0.2 \), an AS elasticity to inflation gaps \( y_w = 2.0 \) (remember that \( y_w = \alpha/(1 - \alpha) \)); this is, according to the underlying Cobb-Douglas production function, the labour to capital income ratio which is roughly of that order of magnitude), and finally the income and interest elasticities of money demand \( m_y = m_r = 0.5 \) (these values are taken from the Baumol-Tobin inventory model; actually, there has never been sufficient agreement on estimated money demand functions, except that the two parameters do not exceed unity and the interest elasticity is no greater than the income elasticity – e.g. Goodhart (1989)).
Now let us look at Figure 2, the simulation of a 1% exogenous fall in AD with the money growth rate left unchanged. After the initial AD shock that reduces output and inflation, the interest rate falls spontaneously and progressively drives the system back to trend. Essentially, the real balance effect is at work here: monetary policy remains passive, but as long as inflation is below its trend value, the trend money growth corresponds to an expansionary impulse that increases real money balances with the effect of reducing the interest rate below the NAIRI. It is worth stressing that the model, as well as the simulation, are based on the assumption that all agents' inflation expectations are anchored to the belief that the inflation rate will eventually return to its trend value. This belief is in fact supported by the system, so that it can also be qualified as "rational expectation".

**Figure 2. Simulation of 1% exogenous fall in aggregate demand**
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Probably, the best known argument of Monetarism is that "activist monetary policy", that is to say on-off deviations from the Friedman rule, have only temporary effects on output (and employment) at the cost of creating cyclical swings in the economy.

**Figure 3** illustrates this point by simulating an on-off 1% spike in the money growth rate. After the initial fall in the interest rate and increase of output,
inflation starts accelerating. With money growth back to the trend value, monetary policy has a restrictive effect. The underlying mechanism is again the real balance effect, with reversed sign.

Figure 3. Simulation of 1% temporary increase in the money growth rate

The idea that monetary policy should be anchored to a fixed rule, rather than being left to the "discretion" of the central banker under contingent circumstances is a permanent legacy of Monetarism. The milestone papers by Kydland and Prescott (1977), Barro and Gordon (1983), showed that even a benevolent central banker promising "to do the best for the economy in any contingent situation" (e.g. push output above trend if there is unemployment) may end up with an inflation rate higher than the historical trend with no permanent increase in output and employment. Suppose that a central banker, having learned that on-off monetary impulses have only transitory effects, sets out to raise output by means of a permanent increase in the money growth ("inflationary bias"). With the help of the rational expectations hypothesis (which was still undeveloped at the early stages of Monetarism) it was possible to show that this would be an inconsistent policy with respect to monetary equilibrium. In fact, if the new
money growth rate is $\mu'$, then monetary equilibrium, that is $\hat{\pi}_t = 0$ for all future $t$, implies a new inflation rate $\pi' = \mu'$. Anticipating this result, rational agents will immediately revise their expected inflation rate in nominal contracts nullifying any real effect of the policy change. The reader can easily check that, upon substituting $\mu'$ into the LM equation (13)(a) this yields $\hat{\pi}_t = 0$ for $y_t = y^*$ (the previous potential output) and $\pi_t = \pi'$ (the new, higher, inflation rate).

This result is important also in relation to the question of the indeterminacy of the trend inflation rate because of Say's Law, since it suggests that what the trend inflation rate is depends on the central bank's ability to set a credible inflation target for the economy. ‘Credible’ means that if the announced target is $\pi^*$, agents have reasons to believe in this target: they adopt it in their forecasts as shown in the various steps of the model, and their expectations are in fact fulfilled. On paper, therefore, the trend inflation rate is an entirely conventional variable in the hands of the central bank, meaning, by the way, that there is no apparent reason why it should be greater than zero. In practice, however, there are various reasons why the historical inflation rates in almost all countries, and the target inflation rates of all major central banks, cannot be, and are not, zero. Thus, if the trend inflation rate contains some structural components (the long-run growth rate of commodity world prices, say) then a central bank willing to keep too a low inflation rate would make a mistake ("deflationary bias") that would jeopardize the system's stability.

4.2 Endogenous money

By this term is meant that the central bank has direct control of (and adopts as an instrument) the nominal interest rate $r_t$, so that the money growth rate is the dependent variable of the LM. More precisely, once $r_t$ is set, the central bank must be ready to inject into the system any amount of money that is consistent with money demand according to equation (13)(b). If the exogenous money regime is closely related with Monetarism and the "Friedman rule", the endogenous money regime is the hallmark of New-Keynesianism and the "Taylor rule" (Taylor (1993))\textsuperscript{10}. This is a rule in a

\textsuperscript{10} Endogenous money comes from a long-standing tradition in monetary theory that was well entrenched in the Old Keynesianism as well (see Tobin (1970), Kaldor (1982), Moore (1988)). On the opposite front, too, the New Classical theorists of real business cycles, denying any real effect of monetary variables. are
different sense than Friedman's in that it does not fix a determinate value of the control variable irrevocably but indicates how the central bank changes the control variable in relation to changes in specified conditions in the economy. Hence a better term is that of a "reaction function" which makes monetary policy transparent and predictable, though not predetermined (Blinder (1998)).

The basic specification of the Taylor rule can easily be translated into our framework as follows

(14) \( \hat{\pi}_t = \gamma \hat{y}_t + \delta \hat{\pi}_t \)

That is to say, the central bank commits itself to setting the nominal interest above or below the NAIRI if output and/or inflation are above or below their respective trend values. The parameters \( \gamma \) and \( \delta \) are related to the central bank's policy weights assigned to output vis-à-vis inflation stabilization. These weights may also be obtained by assuming (or imposing) that the central bank minimizes a loss function defined over output and inflation gaps (Clarida et al. (1999)).

Much of the scholarly work subsequent to Taylor's "discovery" of how the US Federal Reserve engineers its control of the interest rate has mainly focused on three issues: whether the empirical evidence extends over time and in other countries, whether reaction functions such as the Taylor rule do have stability properties (such as those of the Friedman's rule seen above), whether the Taylor rule can be designed so as to maximize welfare in the face of macroeconomic shocks (Clarida et al. (1999), Woodford (2003)). Here we shall consider the second issue in the context of our macro-model.

This issue is typically addressed by combining a Taylor rule with an output gap and an inflation gap equation: in our case, equations (11), (12) and (14). We can now repeat the same preliminary stability check as in the case of the exogenous money regime: let us use equation (14) to substitute for \( \hat{\pi}_t \) in equation (11) to obtain the relationship between \( \hat{y}_t \) and \( \hat{\pi}_t \). It is immediately seen that, as long as \( \delta > 0 \), \( \hat{y}_t \) remains decreasing with respect to \( \hat{\pi}_t \) as it was in the exogenous money regime. The important conclusion is that the endogenous money regime is consistent with stability as much as

---

ready to subscribe to the view that the co-movements between output and money aggregates are the result of the latter being driven by the former rather than the other way round (see e.g. King and Plosser (1984))
the exogenous money regime provided that the interest-rate reaction function is responsive to inflation gaps (note that from this point of view the responsiveness to output gaps is not necessary).\footnote{If the reaction function has zero weight on output gaps, then we are in a pure "inflation targeting" regime (see e.g. Svensson (1997)).}

To see this point more clearly, we can simulate the new system and examine how it reacts to the same AD negative shock that we imparted to the exogenous money system above. The structural parameters of the AD and AS functions are the same. The policy weights of the Taylor rule have been set equal to those found in Taylor’s original paper, namely γ = 0.5 and δ = 1.5. As can be seen from Figure 4, the qualitative dynamic pattern of the economy is in fact analogous to the exogenous money regime.

\textbf{Figure 4. Simulation of 1\% exogenous fall in aggregate demand}
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\caption{Simulation of 1\% exogenous fall in aggregate demand}
\end{figure}

It is also worth drawing attention to the fact that, contrary to the Friedman rule, \textit{the Taylor rule implies an active monetary policy}. In fact, the Taylor rule commits the central bank to intervening in the face of macroeconomic shocks whereas, as seen above, the Friedman rule does not. Indeed, in the endogenous money system the nominal interest rate provides the single link between the monetary and the real side of the economy, and if the central bank does not intervene on \( \hat{r} \), the system will not adjust spontaneously to shocks. This, it should be stressed, is an extreme characterization of the endogenous money system due to the structure of the
AD-AS-TR system, where the interest rate, in the absence of active monetary policy, would be totally unrelated to changes in inflation or output. This is not the case with the LM function thanks to the real balance effect. As a matter of fact, it is a long-standing argument of Old and New Keynesians (e.g. Greenwald and Stiglitz (1987), (1993)) that the real balance effect is *empirically* weak and negligible. This fact may provide an additional argument in favour of the direct control of the interest rate by the central bank. Yet it does not seem recommendable that the non-policy linkages between the interest rate and the other macro-variables are completely hidden from view.

At this point, an important methodological issue should be stressed. The bare AD-AS-TR framework may transmit the faulty idea that the central bank can set the interest rate at will with no connection at all with money demand and supply. This is certainly not the case, and a correct and complete representation of the endogenous money regime *should include the endogenous LM equation* (13)(b). Hence we end up with the *four* equations system that I reproduce here for the reader's convenience:

\[
\begin{align*}
\dot{y}_t &= -y_r \dot{r}_t + \dot{u}^d_t \\
\dot{\pi}_t &= \frac{1}{y'_w} \dot{y}_t - \dot{u}^s_t \\
\dot{r}_t &= \gamma \dot{y}_t + \delta \dot{\pi}_t \\
\dot{m}_t &= \dot{\pi}_t + m \dot{y}_t - m_r \dot{r}_t + \dot{u}^m_t
\end{align*}
\]

This format of the system highlights that controlling the interest rate by means of the Taylor rule implies an endogenous evolution of the money stock determined by the inflation gap, the output gap and the Taylor rule itself. Thus, the explicit consideration of the endogenous money growth process may convey interesting bits of knowledge and information. Two examples are the following.

First, let us consider again the case of a negative AD shock. As can be understood form the equation of \( \dot{\mu}_t \), this variable results from two opposite tendencies: the AD negative shock tends to reduce money demand both in nominal and real terms, the subsequent cut of the interest rate tends to raise it. The overall outcome cannot be predicted a priori as it depends on the magnitude of the relevant parameters. Figure 5 shows the path of the money growth rate underlying the Taylor-rule-driven adjustment process to
the negative 1% AD shock in Figure 4. The deflationary shock causes a net deceleration of the money growth rate even though the central bank lowers the interest rate. This seemingly odd result is due to the fact that the simulated Taylor rule yields a relative small cut in the interest rate (compare Figure 4 and 2) which is not sufficient to overcome the negative effect of the deflationary shock on money demand (indeed, the Taylor rule is engineered to close the output and inflation gaps, not to control the money growth rate). Therefore, it is interesting to note that the sign of the change in the money growth rate may not give the right information on the actual monetary policy stance.

**Figure 5. Path of the money growth rate after a 1% fall in aggregate demand under the Taylor rule**

As a second example, note that equation (13)(b) contains the money demand disturbance $\hat{m}_d$, which is notably absent from the Taylor rule. On the other hand, one major argument in favour of direct interest-rate control is that these disturbances are wide and frequent. What happens to them in the endogenous money regime? If they are not explicitly included in the Taylor rule, they have to be accommodated by way of the money market operations (see Walsh (2003, ch. 9)). If, say, $\hat{m}_d > 0$ and $\hat{r} = 0$, the supply side of the money market (through its different articulations) must be ready to inject more money at the current interest rate. This explains why these disturbances are the main source of difficulty for the central bank (and for
the central bank watchers) in using the money growth rate as a precise
signal of monetary policy.

It has been stressed above that in the basic endogenous money
system changes in the money growth rate are ignored on the presumption
that they have no impact on the real part of the economy, which only
responds to the interest rate, and have no impact on the interest rate, which
is only determined by the central bank. To the extent that these
presumptions cannot be taken at face value, as argued by the Monetarists,
tracking the evolution of the money growth rate may still find a place in the
monetary policy conduct (see e.g. B. Friedman (2003))\textsuperscript{12}.

4.3 Which monetary regime?

A major advantage of the monetary framework presented here is that
it allows for an integrated, comparative analysis of the two regimes (neither
of which is posited as an article of faith). On the one hand, this analysis
helps establish the principle that the two regimes are alternative, in the
sense that they cannot be adopted simultaneously\textsuperscript{13}. It is also clear that, on
the other hand, both alternatives are rooted in the concept of monetary
equilibrium that has been explained in the previous paragraphs.

First of all, comparison between the LM equation (13)(a) with the
Friedman rule, and equation (14) with the Taylor rule reveals that \textit{the two
regimes yield an interest-rate equation which is formally identical} (apart
from money demand shocks, see below). No surprise, then, that the two
regimes have the analogous stability properties that we found above.
Therefore, we may conclude that there is no fundamental theoretical
difference between the two regimes, and the choice between them is
essentially on operational grounds in consideration of the structural
features of the economy and the way in which these impinge upon the
conduct of monetary policy.

\textsuperscript{12} This conclusion might mitigate the fierce criticism towards the ECB "two-

handed" monetary policy of interest-rate control with money-growth monitoring.

\textsuperscript{13} As a relevant example, the European Central Bank is being criticized since its

inception because it declares that its policy is based on "the two pillars" of the

control of the money growth rate and the control of interest rates (e.g. ECB (1999)).

Since these two pillars cannot stand together, critics argue that monetary policy by

the ECB is in fact opaque and unaccountable. See e.g. Wyplosz (2006).
The classic reference in this perspective is still Poole's (1970) analysis which showed that the exogenous money regime is preferable (in terms of stability) to the extent that the demand for goods is more volatile than the demand for money (e.g. the variance of \( \hat{u}^m_t \) is smaller than the variance of \( \hat{u}^{d}_t \)), whereas the endogenous money regime is preferable in the opposite case. As a matter of fact, the dramatic increase in money demand volatility with respect to AD volatility that has occurred in all major industrialized countries over the last decades, mostly as a consequence of financial innovations, has been the main force driving major central banks away from money quantitative control and towards the (overt) direct control of the interest rate (Moore (1988), Goodhart (1988)).

Of paramount importance in this connection is the role of the banking sector. Our framework (like all standard textbook treatments) is kept at a level that does not accommodate this sector explicitly, and this represents a critical simplification for both monetary regimes. As a matter of fact, in developed systems the central bank has no direct relations with the non-bank private sector. Also, the real-world monetary variables most relevant to the non-bank private sector – bank deposits and their close substitutes as to money demand, and corporate bond rates as to the interest rate – are not directly controllable by the central bank. The "transmission mechanism" between these variables and their counterparts within the reach of the central bank – bank reserves and inter-bank interest rates, respectively – goes through the banking sector. And therefore, the matching process between money demand and money supply, whether it takes place in one regime or the other, is intermediated by the banking sector. The old Monetarist presumption that this fact could be safely ignored (as in Friedman's well-known metaphor of money being dropped onto the public from an helicopter) or that it could be tamed by the mechanics of the "money multiplier", has in the long run proved to be untenable. Contrary to that presumption, and as a vindication of Keynesian criticisms, developments in the banking sector and its increasing sophistication have dramatically weakened and blurred the transmission mechanism between "high powered money" and the final money stock in the hands of the public that underpinned the Monetarist theory and practice of the exogenous money regime. On the other hand, the New Keynesian theory and practice of the endogenous money regime is no less crucially dependent upon very delicate, and perhaps transient, transmission mechanisms; the demand and supply of
bank reserves in the first place, and the term structure of interest rates in the second place (Romer (2000), Walsh (2003, ch. 9)). Therefore, the ideal extension of the basic model of *either monetary regime* at a more advanced level should include the inter-bank market as the true money market where monetary policy is conducted.

5. Conclusions

Ongoing developments in macroeconomics and in the theory and practice of monetary policy render increasingly flimsy, obsolete and awkward the teaching of the traditional LM apparatus as a means to determine the interest rate and to provide the link between the monetary and the real side of the economy. On the other hand, although replacement of the LM with the Taylor rule may make those tasks more immediately intelligible and tangible, it conveys the wrong ideas that the central bank has no other means to conduct monetary policy, that it can set the interest rate at will with no connection with the money market equilibrium, and that there is no other non-policy relationship between the interest rate and output and inflation. This paper has put forward a macroeconomic framework of New Keynesian inspiration which shows how overcome the drawbacks of both the old LM and the new TR by amending the LM block rather than suppressing it.

The model consists of AD, AS and LM functions that are consistently re-expressed in terms of output gaps and inflation gaps, and shows that once the LM apparatus has been properly re-worked in this way, it has no faults and fits the general framework perfectly. Indeed, it may be used to explain that the central bank can choose between controlling the money growth rate or the nominal interest rate, and that the latter choice may be represented by the Taylor rule. By showing that the two policy regimes are formally equivalent and have analogous stability properties, the model clarifies that the central bank’s choice is mainly dictated by considerations of operational efficiency, as is very well-known from the literature on central banking. It also makes clear that controlling the interest rate implies a path of the money growth rate dictated by the underlying money market
equilibrium. This saves an important conceptual point, and allows consistent extensions of the model to include the role of the inter-bank market as the actual place where monetary policy is conducted.
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