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GEOMETRIC VARIATIONAL PROBLEMS

WITH ENERGY INVOLVING
THE CURVATURE AND ITS DERIVATIVES.

SOME RESULTS AIMED TO
A GEOMETRIC MEASURE-THEORETIC APPROACH.
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Abstract. The notions of Legendrian and Gaussian towers are defined and indagated.
Then applications in the context of one-dimensional geometric variational problems with
the energy involving the curvature and its derivatives are provided. Particular attention is
paid to the case when the functional is defined on smooth boundaries of plane sets.

1. Introduction

Since [11] a great deal of our work has been focused on looking for and indagating sufficient
conditions for the high-order rectifiability of a rectifiable set. In the recent paper [13] we
proved the following result which can be considered at some extent as a satisfactory conclusive
step in the special case of the one-dimensional sets.

Theorem 1.1. Let D,H be a couple of integer numbers satisfying D ≥ 2 and H ≥ 1. Then,
for a given a Lipschitz map γ : [a, b] → RD, the set γ([a, b]) is CH+1-rectifiable provided the
following condition is met:

There are a family of 2H Lipschitz maps

γα : [a, b] → RD, α ∈ {0, 1}H

and a family of H bounded functions

cn : [a, b] → R, n = 0, . . . , H − 1

such that
γ0H = γ

and

γ′0H−nβ = cn γ0H−1−n1β (almost everywhere)(1.1)
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for all n = 0, . . . , H − 1 and β ∈ {0, 1}n (where 00 := ∅ and {0, 1}0 := {∅}).

The present paper provides applications of Theorem 1.1 in the setting of geometric variational
problems, via a geometric measure-theoretic approach. This is done by developing a suitable
machinery based on the topics of Legendrian and Gaussian towers, which extend the notion
of one-dimensional generalized Gauss graph (first introduced in [3]).

Former achievements in the context of the applications of generalized Gauss graphs include
[10] (a somehow surprising application to differential geometry context), [2] (an application
to Willmore problem) and [9] (an application to a problem introduced in [4]). In particular,
the papers [2, 9] (and[4]) follow the idea by De Giorgi of relaxing the functional with respect
to the L1-convergence of the domains of integration.

In order to explain the notion of H-storey Gaussian tower, given in §3 below, let us consider
the particular case H = 3. In such a case, let X3 denote the Euclidean space of dimension
8D and consider an orthonormal basis of X3

{ej
000}D

j=1, {e
j
001}D

j=1, {e
j
010}D

j=1, {e
j
011}D

j=1, {e
j
100}D

j=1, {e
j
101}D

j=1, {e
j
110}D

j=1, {e
j
111}D

j=1.

Also, for h = 0, 1, 2, let Xh be the space spanned by the first 2hD vectors of such a basis,
namely

X0 := span
{
{ej

000}D
j=1

}
, X1 := span

{
{ej

000}D
j=1, {e

j
001}D

j=1

}
and

X2 := span
{
{ej

000}D
j=1, {e

j
001}D

j=1, {e
j
010}D

j=1, {e
j
011}D

j=1

}
.

In X0 let us consider a smooth curve C0, oriented by the smooth unit tangent vector field
τ0. Then the graph of τ0

C1 = {(x0, τ0(x0)) |x0 ∈ C0}
can be naturally viewed as an oriented smooth curve in X1, whose orientation is induced by
τ0. Let τ1 be the corresponding smooth unit tangent vector field. Analogously, we can view

C2 = {(x1, τ1(x1)) |x1 ∈ C1}

as an oriented smooth curve in X2 and we can denote by τ2 the related smooth unit tangent
vector field. Finally, we can consider the smooth oriented curve in X3

C3 = {(x2, τ2(x2)) |x2 ∈ C2}.

and the smooth tangent vector field τ3. Then the rectifiable current in X3

T := [[C3, τ3, 1]]

is an example of 3-storey Gaussian tower. Roughly speaking, a general 3-storey (hence H-
storey) Gaussian tower is defined by axiomatizing, in the framework of rectifiable currents,
the properties of T concerning tangentiality and orientation. This is done in Definition 3.1
where the further notion of H-storey Legendrian tower is also given by only requiring the
tangentiality condition.



A CLASS OF ONE-DIMENSIONAL GEOMETRIC VARIATIONAL PROBLEMS 3

Also we provide the notion of “special H-storey Legendrian (Gaussian) tower”which extends
that of special generalized Gauss graph, fruitfully introduced in [9]: it consists of a H-storey
Legendrian (Gaussian) tower [[R, η, θ]] such that

H1(R0) = 0, R0 := {P ∈ R |X0η(P ) = 0}

compare Definition 3.2. In rough terms, this equality means that the “purely X⊥
0 -directed

part”of the carrier R has measure zero.

In §4 we consider a suitable class of functions F : XH × XH → [0,+∞] and define the
following integral functionals over the one-dimensional integral currents in XH

FF ([[R, η, θ]]) :=
∫

R\R0

F

(
P,

η(P )

‖X0η(P )‖

)
‖X0η(P )‖θ(P ) dH1(P ).

Then we get some results related to the implementation of the direct method of the calculus
of variations in the context of Legendrian and Gaussian towers. In particular we prove that:

• (Theorem 4.1). For all constants c, the set Σc of special H-storey Gaussian towers
T such that FF (T ) ≤ c has to be closed (with respect to the weak topology of
currents). Moreover, the restriction FF |Σc is lower semicontinuous. Finally, under
further assumptions about coherciveness of FF and boundedness of the boundary
masses, the set Σc has to be compact.

• (Theorem 5.1(1)). If D = 2 and A is a “regular” plane set (i.e. an open subset of
R2 whose boundary has a regular parametrization of class CH+1), let TA denote the
special H-storey Gaussian tower naturally associated to ∂A. Then the functional
A 7→ FF (TA) is L1

loc-lower semicontinuous on the family of regular plane sets.

We also mention Proposition 6.3 which, in the caseD = 2 and for any given 2-storey Gaussian
tower [[G, η, θ]], states a formula for the representation of η in terms of the absolute curvature
of the carrier R and its approximate derivative (compare [12] where this notion of curvature
has been defined or §2 below, where it has been recalled).

As a simple application of Theorem 5.1(1) and Proposition 6.3, we get Theorem 6.1(3) which
concludes the paper. It states that if Ah (h = 1, 2, . . . ) and A are regular plane sets such
that Ah → A in L1

loc(R
2), then

∫
∂A

1 + 2α2 +
‖D∂Aα‖2

(1 + α2)2
dH1 ≤ lim inf

h

∫
∂Ah

1 + 2α2
h +

‖D∂Ahαh‖2

(1 + α2
h)

2
dH1

where α and αh are the absolute curvatures of ∂A and ∂Ah, respectively.
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2. Preliminaries

In this section we collect some well-known results which will be useful below. For the
definition of integral current we refer the reader to the general literature about geometric
measure theory [15, 18, 19].

Let us begin by recalling from [7] the notion of generalized Gauss graph, in the special case
of dimension one. To this aim, consider an Euclidean space E of even dimension 2D, with
D ≥ 2, and let {

{ej
i}D

j=1

}
i∈{0,1}

be an orthonormal basis of E. The coordinate with respect to the direction ej
i will be denoted

by xj
i . Then define X and Y as the D-dimensional linear subspaces of E spanned by

{ej
0}D

j=1 and {ej
1}D

j=1

respectively. Also, set
S := {y ∈ Y | ‖y‖ = 1}

and

ϕ :=
D∑

j=1

xj
1 dx

j
0.

Observe that ϕ|(X × S) coincides with the usual contact form on X × S. Finally let

P : Y → X

be the isomorphism mapping ej
1 to ej

0, for all j = 1, . . . , D.

Definition 2.1 ([3, 7]). A “one-dimensional generalized Gauss graph (in E)” is a one-
dimensional integral current T in E such that:

(i) If G is the rectifiable carrier of T , then the projection of G to Y is (in measure) a
subset of S i.e.

H1(Y G\S) = 0;

(ii) One has
T (∗ϕ ω) = 0

for all smooth (2D − 2)-forms ω with compact support in E, where ∗ denotes the
usual Hodge star operator in E;

(iii) The inequality
T (gϕ) ≥ 0

holds for all nonnegative smooth functions g with compact support in E.

The following result provides a geometric interpretation of the assumptions in Definition 2.1
above.

Proposition 2.1 ([7]). For a one-dimensional rectifiable current T = [[G, η, θ]] in E the
following facts hold.
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(1) If T satisfy (i) and (ii) in Definition 2.1, then there exists a measurable sign function
σ : G→ {±1} such that

Xη(z) = σ(z) ‖Xη(z)‖P (Y z)(2.1)

for H1 G-a.e. z;

(2) Let T be a one-dimensional generalized Gauss graph. Then (2.1) holds with σ iden-
tically equal to 1.

We say that a Borel subset R of E is CH+1-rectifiable if there exist countably many curves
Cj of class CH+1, embedded in E and such that

H1(R\ ∪j Cj) = 0(2.2)

compare [1, Definition 1.1]. Observe that for H = 0 this is equivalent to say that R is
countably 1-rectifiable, e.g. by [19, Lemma 11.1].

According to [12], for a one-dimensional C2-rectifiable subset R of E, a notion of absolute
curvature can be provided as follows. First of all, given a countable family A = {Cj}
(referred in the sequel as “C2-covering of R”) of curves of class C2 embedded in E and such
that (2.2) holds, at each density point x of the sets R ∩ Cj one can define

αAR(x) := absolute curvature of Cj at x

where j is just any index such that R ∩ Cj has density one at x. The function αAR is well-
defined. Moreover, if B is another C2-covering of R, then αAR and αBR are representatives
of the same measurable function, with domain R. Such a measurable function is called
“absolute curvature of R” and is denoted by αR.

Proposition 2.2 ([12]). If R if C3-rectifiable, then αR is approximately differentiable,
namely:

(1) For any given C3-covering A = {Ci} of R, the function αAR is approximately differ-
entiable at every point in (R ∩ Ci)

∗, for all i;
(2) If A and B are C3-coverings of R, then one has

apDαAR = apDαBR, a.e. in R.

3. H-storey Legendrian and Gaussian towers

Consider an Euclidean space XH of dimension 2HD. Let{
{ej

β}D
j=1

}
β∈{0,1}H

be an orthonormal basis of XH and xj
β be the coordinate with respect to the direction ej

β.
Then, for n = 0, . . . , H − 1, define Xn and Yn as the (2nD)-dimensional linear subspaces of



6 SILVANO DELLADIO

XH respectively spanned by{
{ej

0H−nβ}
D
j=1

}
β∈{0,1}n

and
{
{ej

0H−n−11β}
D
j=1

}
β∈{0,1}n

where the following notation is conventionally assumed

00 := ∅, {0, 1}0 := {∅}.

Example 3.1. If D = 2 and H = 3, then X2 and Y2 are the spaces spanned by

{e1000, e
2
000, e

1
001, e

2
001, e

1
010, e

2
010, e

1
011, e

2
011}, {e1100, e

2
100, e

1
101, e

2
101, e

1
110, e

2
110, e

1
111, e

2
111}

respectively.

Observe that one has

Xn+1 = Xn ⊕ Yn, n = 0, . . . , H − 1

hence

XH = X0 ⊕
(

H−1⊕
n=0

Yn

)
.

Also, for n = 0, . . . , H − 1, we set

Sn := {y ∈ Yn | ‖y‖ = 1}
and

ϕn :=
∑

β∈{0,1}n

j=1,... ,D

xj
0H−n−11β dx

j
0H−nβ.(3.1)

Then ϕn|(Xn × Sn) coincides with the usual contact form on Xn × Sn. Finally, for n =
0, . . . , H − 1, let

Pn : Yn → Xn

be the isomorphism mapping ej
0H−n−11β to ej

0H−nβ, for all β ∈ {0, 1}n and j = 1, . . . , D.

Now we are ready to give the notions of H-storey Legendrian tower and H-storey Gaussian
tower.

Definition 3.1. A “H-storey Legendrian tower (in XH)” is a one-dimensional integral cur-
rent T in XH which verifies this couple of conditions:

(i) Let G denote the rectifiable carrier of T . Then, for n = 0, . . . , H − 1, the projection
of G to Yn is (in measure) a subset of Sn i.e.

H1(YnG\Sn) = 0, n = 0, . . . , H − 1;

(ii) One has

T (∗ϕn ω) = 0, n = 0, . . . , H − 1

for all smooth (2HD − 2)-forms ω with compact support in XH , where ∗ denotes the
usual Hodge star operator in XH .
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If in addition to (i) and (ii), the following assumption is satisfied, then T is said to be a
“H-storey Gaussian tower”:

(iii) The inequalities

T (gϕn) ≥ 0, n = 0, . . . , H − 1

hold for all nonnegative smooth functions g with compact support in XH .

Definition 3.2. A H-storey (Gaussian) Legendrian tower T = [[G, η, θ]] is said to be “of the
special type”, or simply “special”, if one has

|T | << |T0H |
where

|T | := θH1 G, |T0H | := θ‖η0H‖H1 G (η0H := X0η).

Remark 3.1. One-dimensional (special) generalized Gauss graphs and (special) 1-storey
Gaussian towers are just the same items, compare [3, 7, 9]. It follows easily that T is
a H-storey Gaussian tower if and only if, for all n = 1, . . . , H, the current (Xn)#T is a
one-dimensional generalized Gauss graph in Xn.

Remark 3.2. A H-storey (Gaussian) Legendrian tower T = [[G, η, θ]] is of the special type if
and only if H1({P ∈ G | η0H (P ) = 0}) = 0.

Remark 3.3. Let Tj (j = 1, 2, . . . ) be H-storey (Gaussian) Legendrian towers and let T be a
one-dimensional integral current in XH such that Tj ⇀ T . Then T is a H-storey (Gaussian)
Legendrian tower too. In the particular case when the Tj are of the special type, the limit
current T has not necessarily to be of the special type itself (e.g. the generalized Gauss
graphs associated to plane circles shrinking to a point converge to a non-trivial current T
with carrier G such that |T0|(G) = 0). A closure condition for special H-storey Gaussian
towers will be provided in Theorem 4.1 below.

Example 3.2 (smooth case, H = 2). A situation to keep in mind, in order to understand the
meaning of Definition 3.1, is the following one. Given a regular 1-1 curve of class C3

γ : [a, b] → RD

we can consider the maps

γα = (γ1
α, . . . , γ

D
α ) : [a, b] → RD, α ∈ {0, 1}2

defined as

γ00 := γ, γ01 :=
γ′00
‖γ′00‖

=
γ′

‖γ′‖
and

(γ10, γ11) :=
(γ′00, γ

′
01)

‖(γ′00, γ′01)‖
=

(
γ′, (γ′/‖γ′‖)′

)
∥∥∥(γ′, (γ′/‖γ′‖)′)∥∥∥ .(3.2)

Then the multiplicity-one current

T := [[G, η, 1]]
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with

G := Γ([a, b]), Γ :=
∑

α∈{0,1}2

D∑
i=1

γi
αe

i
α : [a, b] → X2

and

η : G→ X2, η(Q) := Γ′
(
Γ−1(Q)

)
/
∥∥∥Γ′(Γ−1(Q)

)∥∥∥.
is a special 2-storey Gaussian tower.

Observe that, since (∗γ′) γ′ = 0, one has

(∗γ01)
γ11

‖γ10‖
=

1

‖γ′‖2
(∗γ′) (γ′/‖γ′‖)′ = 1

‖γ′‖3
(∗γ′) γ′′(3.3)

where ∗ denotes the usual Hodge star operator in RD. Also, if

u, v ∈ RD, ‖u‖ = 1

and {ej} is an orthonormal basis of RD, then

(∗u) v = (e2 ∧ · · · ∧ eD)
D∑

j=1

vjej =
D∑

j=2

vj(e2 ∧ · · · ∧ eD) ej

where vj := v · ej. Hence

‖(∗u) v‖2 =
D∑

j=2

v2
j = ‖v‖2 − (v · u)2 = ‖v ∧ u‖2.(3.4)

By recalling the formula (8.4.13.1) of [5], we then obtain the following expression for the
absolute curvature αγ of γ

αγ =
‖γ′ ∧ γ′′‖
‖γ′‖3

=
‖(∗γ′) γ′′‖

‖γ′‖3
(3.5)

which can be written in terms of γ01, γ10 and γ11, as it follows

αγ =
‖(∗γ01) γ11‖

‖γ10‖
by (3.3). In the particular case when D = 2, (3.3) provides the following formula for the
signed curvature κγ of γ (compare [14, §1-5, Exercise 12]):

κγ =
γ′′ · (∗γ′)
‖γ′‖3

=
γ11 · (∗γ01)

‖γ10‖
.

The following result summarizes some properties of a H-storey Legendrian (Gaussian) tower.
In particular it proves that the carrier is projected to the space X0 into a CH+1-rectifiable
set. Recall from [15, §4.2.25] that an indecomposable one-dimensional integral current has
always multiplicity one.

Theorem 3.1. Let T = [[G, η, θ]] be a H-storey Legendrian tower in XH . Then the following
facts hold.



A CLASS OF ONE-DIMENSIONAL GEOMETRIC VARIATIONAL PROBLEMS 9

(1) There exist countably many indecomposable H-storey Legendrian towers Tj = [[Gj, ηj, 1]]
such that

T =
∑
j

Tj

and

M(T ) =
∑
j

M(Tj), M(∂T ) =
∑
j

M(∂Tj).(3.6)

Moreover one has

G = ∪jGj, η|Gj = ηj, θ(x) = #{j |x ∈ Gj}(3.7)

where the equality sign has to be intended “modulo null-measure sets”. The Tj are
Gaussian provided T is Gaussian. The Tj are special provided T is special.

(2) The projection of G to the space X0 is a CH+1-rectifiable one-dimensional set.

(3) If T is indecomposable, then there exists a Lipschitz map

Γ : [0,M(T )] → XH

such that

(i) Γ|[0,M(T )) is injective, Γ#[[0,M(T )]] = T and ‖Γ′(t)‖ = 1 for a.e. t ∈
[0,M(T )].

(ii) There exists a family of measurable sign functions

σn : [0,M(T )] → {±1}, n = 0, . . . , H − 1

such that

XnΓ′ = σn‖XnΓ′‖ (Pn ◦ Yn)Γ (almost everywhere)(3.8)

for all n = 0, . . . , H − 1. If T is Gaussian then the functions σn are identically
equal to 1.

Proof. (1) From [15, §4.2.25] we can find a sequence of indecomposable integral currents Tj

in XH such that

T =
∑
j

Tj, N(T ) =
∑
j

N(Tj).

Since

M(T ) ≤
∑
j

M(Tj), M(∂T ) ≤
∑
j

M(∂Tj)(3.9)

we obtain∑
j

N(Tj) = N(T ) = M(T ) + M(∂T ) ≤
∑
j

M(Tj) +
∑
j

M(∂Tj) =
∑
j

N(Tj)

hence (3.6) follows by recalling again (3.9). Now [8, Proposition 4.2] yields the equalities
(3.7). As a consequence of such equalities, Tj inherits from T the geometric properties
characterizing a H-storey Legendrian (Gaussian) tower, compare [7, Proposition 4.1]. In
particular, each Tj has to be itself aH-storey Legendrian (Gaussian) tower. The last assertion
follows from (3.7) too, by recalling Remark 3.2.
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(2) Let {Tj} be as in (1). Then, since

X0G = ∪jX0Gj

by the first equality in (3.7), it will be enough to prove that X0Gj is a CH+1-rectifiable set,
for all j. To this aim, let us fix j and apply (3) below to Tj. Then define

γα = (γ1
α, . . . , γ

D
α ) : [0,M(Tj)] → RD, α ∈ {0, 1}H

by
γi

α := Γ · ei
α, i = 1, . . . , D

and
γ := γ0H .

From (3.8), for all n = 0, . . . , H − 1, β ∈ {0, 1}n and i = 1, . . . , D, we get

d

dt
γi

0H−nβ = Γ′ · ei
0H−nβ = σn‖XnΓ′‖Pn(YnΓ) · Pn(ei

0H−n−11β)

= σn‖XnΓ′‖(YnΓ) · ei
0H−n−11β = σn‖XnΓ′‖Γ · ei

0H−n−11β

= σn‖XnΓ′‖γi
0H−n−11β

namely (1.1) holds with cn := σn‖XnΓ′‖. The CH+1-rectifiability of Gj follows now from
Theorem 1.1.

(3) Assertion (i) follows from the structure theorem in [15, §4.2.25], while (ii) is a consequence
of Proposition 2.1 and Remark 3.1. �

Remark 3.4. If Γ is the map in Theorem 3.1(3), then one has

(YnΓ)′ · YnΓ = 0 (n = 0, . . . , H − 1)(3.10)

almost everywhere in [0,M(T )]. Such a fact follows at once applying the following simple
claim to

ϕ := ‖YnΓ‖2

and recalling that ϕ ≡ 1, by Definition 3.1(i).

Claim 3.1. Let ϕ : [a, b] → R be differentiable at s and assume that it is constant on some
sequence {th} ⊂ [a, b] converging to s, with th 6= s (for all h). Then ϕ′(s) = 0.

Remark 3.5. In the very special case when D = 2 and H = 1, the number of the Tj in claim
(1) of Theorem 3.1 has to be finite, in that

N(Tj) ≥

M(Tj) ≥ 2π if ∂Tj = 0,

M(∂Tj) = 2 if ∂Tj 6= 0

by [6, Theorem 4.1]. In all the other cases, namely when D ≥ 3 or H ≥ 2, there could exist
infinitely many indecomposable components Tj as it is shown in the following example where
H = 1 and D ≥ 3. Consider a point P ∈ X0 and infinitely many closed regular curves Cj

included in the (D − 1)-dimensional unit sphere S0, such that∑
j

H1(Cj) < +∞.
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For every j, we can define Tj as the one-dimensional rectifiable current of multiplicity one
naturally carried by P × Cj. Then T :=

∑
j Tj is a 1-storey Legendrian tower, having the

Tj as indecomposable components. This example can be easily extended to the case when
H ≥ 2.

We finally state a result which will be invoked in the next section. It extends to H-storey
Gaussian towers some facts valid for generalized Gauss graphs, compare [3, 7, 8].

Proposition 3.1. The following facts hold.

(1) If T = [[G, η, θ]] is a H-storey Gaussian tower, then

η0H = ‖η0H‖P0Y0(3.11)

almost everywhere with respect to H1 G, hence

T (gϕ0) =
∫
g d|T0H |(3.12)

for all g ∈ Cc(XH), where ϕ0 is the 1-form defined as in (3.1) with n = 0.

(2) Let Tj = [[Gj, ηj, θj]] (j = 1, 2, ...) and T = [[G, η, θ]] be H-storey Gaussian towers
such that Tj ⇀ T . Then

|(Tj)0H | → |T0H |

as j → ∞, in the weak∗ sense of measures. Moreover, if M is a one-dimensional
rectifiable subset of X0 such that M ⊂ X0Gj, for all j, then one also has M ⊂ X0G.

Proof. (1) Since (3.12) follows immediately from (3.11), we have only to prove that (3.11)
holds. To this aim observe that, by virtue of (3.7), we are reduced to prove the case when T
is indecomposable. In such a case, by Theorem 3.1(3), there exists a Lipschitz map

Γ : [0,M(T )] → XH

such that

η ◦ Γ = Γ′.

By recalling (3.8), we get

η0H ◦ Γ = X0(η ◦ Γ) = X0Γ
′ = ‖X0Γ

′‖(P0 ◦ Y0)Γ = ‖η0H ◦ Γ‖(P0 ◦ Y0)Γ

which obviously yields (3.11).

(2) The first claim is a trivial consequence of the formula (3.12) and implies the second one
by the same argument used to prove [8, Proposition 5.1]. �
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4. A class of integral functionals on H-storey Legendrian towers

Let IH,D, L∗H,D and G∗H,D denote, respectively, the set of one-dimensional integral currents
in XH , the set of special H-storey Legendrian towers in XH and the set of special H-storey
Gaussian towers in XH . Then, given a measurable function

F (P,Q) : XH ×XH → [0,+∞]

and tracing the path in [9], we can define a functional

FF : IH,D → [0,+∞]

as follows:

FF ([[R, η, θ]]) :=
∫

R∗
F

(
P,

η(P )

‖η0H (P )‖

)
‖η0H (P )‖θ(P ) dH1(P )

where

R∗ := {P ∈ R | η0H (P ) 6= 0}.(4.1)

According to [16], the integrand F is said to be “standard” when:

(i) it is continuous;
(ii) it is convex with respect to its second argument;
(iii) there exists a continuous function

f(P, t) : XH × [0,+∞) → [0,+∞)

which is nondecreasing with respect to t and satisfies

F (P,Q) ≥ f(P, ‖Q‖)‖Q‖

for all P,Q ∈ XH ;
(iv) one has f(P, t) → +∞ locally uniformly in P , as t→ +∞.

Example 4.1. Consider p ≥ 1. Then the function

Fp(P,Q) := ‖Q‖p, P,Q ∈ XH

verifies the assumption (iii) above, with f(P, t) := tp−1. Moreover Fp is a standard integrand,
provided p > 1.

Remark 4.1. If F satisfies (iii) above and

m := inf{f(P, 1) |P ∈ XH} > 0(4.2)

then, for all T = [[R, η, θ]] ∈ IH,D, one has

FF (T ) ≥
∫

R∗
f

(
P,

1

‖η0H (P )‖

)
1

‖η0H (P )‖
‖η0H (P )‖ θ(P ) dH1(P )

≥ m
∫

R∗
θ(P ) dH1(P )

= m |T |(R∗).

(4.3)
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It follows that the restriction of FF to L∗H,D is cohercive with respect to the mass of currents.
Indeed (4.3) and Remark 3.2 imply

FF (T ) ≥ mM(T )

for all T ∈ L∗H,D. We finally observe that, for p ≥ 1, the function Fp defined in Example
4.1 satisfies (4.2) with m = 1. Hence, if F is a standard integrand satisfying F ≥ c Fp with
p ≥ 1 and c > 0, then FF is cohercive in L∗H,D. Indeed in such a case one has

FF (T ) ≥ cFFp(T ) ≥ c |T |(R∗)

for all T ∈ IH,D, where R denotes the rectifiable carrier of T .

Remark 4.2. Let [[R, η, θ]] ∈ IH,D. Then [15, Theorem 3.2.22] implies that X−1
0 (x) ∩ R∗ is

countable for H1-a.e. x ∈ X0R and

+∞ > M([[R, η, θ]]) =
∫

R
θ dH1 ≥

∫
R∗
θ dH1 =

∫
X0R

∑
P∈X−1

0 (x)∩R∗

θ(P )

‖η0H (P )‖
dH1(x).

Hence

#
(
X−1

0 (x) ∩R∗
)
≤

∑
P∈X−1

0 (x)∩R∗

θ(P )

‖η0H (P )‖
< +∞(4.4)

for H1-a.e. x ∈ X0R.

We have the following result about closure, semicontinuity and compactness in G∗H,D. In
particular, the proof of the first claim is based on [16, Theorem 4.4.2].

Theorem 4.1. Let F be a standard integrand, {Th}∞h=1 be in G∗H,D and assume that

sup
h
FF (Th) < +∞.(4.5)

The following claims hold:

(1) If Th ⇀ T as h → ∞, where T is a one-dimensional integral current in XH , then
one has

T ∈ G∗H,D, FF (T ) ≤ lim inf
h

FF (Th).

(2) Assume that the functional FF is cohercive in G∗H,D with respect to the mass of cur-
rents (e.g. F ≥ c Fp, with p ≥ 1 and c > 0) and also that

sup
h

M(∂Th) < +∞.

Then there exists a subsequence {Thj
}∞j=1 and T ∈ G∗H,D such that

Thj
⇀ T

and

FF (T ) ≤ lim
j
FF (Thj

) = lim inf
h

FF (Th).
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Proof. (1) Let ηh denote the orientation vector field of Th and consider the sequence of
measure-function pairs (µh, fh) with

µh := |(Th)0H |, fh :=
ηh

‖(ηh)0H‖
.

Then one has
µh → µ := |T0H | (as h→∞)

in the weak∗ sense of measures, by Proposition 3.1(2). Moreover

sup
h

∫
F (P, fh(P )) dµh(P ) < +∞

by the assumption (4.5).

From now on the proof strictly follows the same lines as that of [9, Theorem 4.1].

(2) It is an immediate consequence of the claim (1) and of the Federer-Fleming Compactness
Theorem [19, 27.3] (also by recalling Remark 4.1 above). �

Using Theorem 4.1(2), we can now apply the direct method of the calculus of variations in
order to minimize functionals in suitable classes of Gaussian towers. An example is provided
by the following easy corollary, the proof of which also needs Proposition 3.1(2).

Corollary 4.1. Let a one-dimensional rectifiable subset M of X0 and a finite mass zero
dimensional current S in XH be given in such a way that

D :=
{
T = [[G, η, θ]] ∈ G∗H,D | ∂T = S, M ⊂ X0G

}
is nonempty. Moreover, let F be a standard integrand such that FF is cohercive in G∗H,D

(e.g. F ≥ c Fp, with p ≥ 1 and c > 0) and

inf
D
FF < +∞.

Then FF |D has a minimizer.

5. H-storey Legendrian towers over boundaries of regular plane sets

So, in the remainder of this section we shall assume D = 2. Moreover, a “regular set” will
be an open subset of X0 such that its boundary has a regular parametrization of class CH+1.
In particular (if A is regular) such a parametrization, denoted in the remainder by

γ : [a, b] → X0,

can be chosen in such a way that it induces the positive orientation of ∂A. Then a family of
C1-maps

γα = (γ1
α, γ

2
α) : [a, b] → R2, α ∈ {0, 1}H

can be defined by setting

γ1
0H := γ · e10H , γ2

0H := γ · e20H
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and

γ0H−1−n1β :=
γ′0H−nβ[∑

µ∈{0,1}n(γ′0H−nµ)2
]1/2

for all n = 0, . . . , H − 1 and β ∈ {0, 1}n. Consider the XH-valued map

Γ(t) :=
∑

α∈{0,1}H

2∑
i=1

γi
α(t) ei

α, t ∈ [a, b](5.1)

and define the one-dimensional current

TA := [[GA, ηA, 1]]

where

GA := Γ([a, b])

and ηA is the unit vector field orienting GA such that

ηA ◦ Γ(t) =
Γ′(t)

‖Γ′(t)‖
, t ∈ [a, b].

As one can easiliy verify, the current TA does not depend on the choice of γ and

TA ∈ G∗H,1.

It is called “the special H-storey Gaussian tower associated to A”.

Remark 5.1. Observe that obviously, if γ : [a, b] → X0 is a regular CH parametrization for
∂A oriented positively, then

t 7→ γ(−t), t ∈ [−b,−a]

provides a regular CH parametrization for ∂(R2\A) oriented positively. Hence A is a regular
set if and only if R2\A is a regular set. In such a case, one has

TR2\A = Ψ#TA

namely

GR2\A = ΨGA, ηR2\A = Ψ ◦ ηA

where Ψ : XH → XH is defined by

Ψ|X0 = IdX0 , Ψ|Yn = (−1)n+1IdYn (n = 0, . . . , H − 1).

Continuing to trace the path in [9], we now pass to study the lower semicontinuity properties
of the integral functionals defined in Section 4, with respect to the L1-convergence of open
subsets in R2.

First of all we will give some results about the weak limit of a sequence of towers over
boundaries of regular sets converging in measure to a regular set.
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Proposition 5.1. Let Aj (j = 1, 2, . . . ) and A be regular sets such that

Aj → A in L1
loc(X0)

and

TAj
⇀ T ∈ IH,1.

Then

(1) The current T is a H-storey Gaussian tower;
(2) If [[∂A]] denotes the one-dimensional current of multiplicity one in X0 carried by ∂A,

equipped with the positive orientation, one has

(X0)#T = [[∂A]].

Proof. (1) It follows from Remark 3.3.

(2) By (i) in Definition 3.1 the carriers of the TAj
and of T have equibounded projections in

each space Yn. Hence TAj
(X#

0 ω) and T (X#
0 ω) make sense for all ω ∈ D1(X0) and one has

lim
j
TAj

(X#
0 ω) = T (X#

0 ω) = (X0)#T (ω).(5.2)

Moreover, by proceeding similarly as in the proof of [2, Proposition 4.3], we find

TAj
(X#

0 ω) = (X0)#TAj
(ω) = [[∂Aj]](ω) =

∫
Aj

dω

for all ω ∈ D1(X0). By letting j →∞ and recalling (5.2), we get

(X0)#T (ω) =
∫

A
dω = [[∂A]](ω)

for all ω ∈ D1(X0). �

Proposition 5.2. Let A be a regular set, let T = [[R, η, θ]] be a H-storey Legendrian tower
such that

(X0)#T = [[∂A]]

and let R∗ be defined as in (4.1). One has

(1) H1 (∂A\X0R) = 0;
(2) Let τ denote the orientation of [[∂A]] and consider the measurable map

ζ : X0R→ X0, ζ(x) :=
∑

P∈X−1
0 (x)∩R∗

η0H (P )

‖η0H (P )‖
θ(P )

which is well-defined by (4.4). Then

ζ|∂A = τ, ζ|(X0R\∂A) = 0.
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Proof. First of all observe that all the projections YnR are bounded, hence T (X#
0 ω) makes

sense for all ω ∈ D1(X0) and

(X0)#T (ω) = T (X#
0 ω))

=
∫

R
〈η , X#

0 ω〉θ dH1

=
∫

R∗
〈η0H , X#

0 ω〉θ dH1

=
∫

X0R
〈ζ , ω〉 dH1.

On the other hand, one has

(X0)#T (ω) = [[∂A]] =
∫

∂A
〈τ , ω〉 dH1.

Finally (1) and (2) follow at once by equating the two formulas. �

Proposition 5.3. Let A be a regular set and T = [[R, η, θ]] be a H-storey Gaussian tower
such that

(X0)#T = [[∂A]].

Let τ denote the orientation of [[∂A]], let R∗ be defined as in (4.1) and consider the measurable
function

σ : R→ {0,±1}, P 7→ sign
[
η0H (P ) · τ(X0P )

]
.

Then

(1) η0H = σ‖η0H‖ τ ◦X0;
(2) σ|(R∗ ∩GA) = 1 and σ|(R∗ ∩GR2\A) = −1;
(3) Except for null-measure sets, one has

GA ⊂ R∗ ∩X−1
0 (∂A) ⊂ GA ∪GR2\A

namely:
H1(GA\(R∗ ∩X−1

0 (∂A))) = 0(5.3)

and

H1(R∗ ∩X−1
0 (∂A) \ (GA ∪GR2\A)) = 0.(5.4)

Proof. Let {Tj} be as in Theorem 3.1(1). Then let us fix j arbitrarily and consider

Γ : [0,M(Tj)] → XH

as in Theorem 3.1(3). Define

E := {t ∈ [0,M(Tj)] |Γ′(t) exists and (3.8) holds at t, X0Γ
′(t) 6= 0, X0Γ(t) ∈ ∂A}

and consider ε > 0 (arbitrary). By the Lusin Theorem there exists a closed subset Eε of E
such that

(X0Γ
′)|Eε is continuous(5.5)
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and

L1(E\Eε) ≤ ε.

Observe that if E∗
ε denotes the set of the density points of Eε then

E∗
ε ⊂ Eε, L1(Eε\E∗

ε ) = 0.

Now consider a positively oriented parametrization

λ : (a, b) → X0

of a connected arc of ∂A. We can assume ‖λ′‖ ≡ 1, hence λ has to be of class CH+1. Also
we can choose the interval (a, b) small enough so that

‖λ′(s2)− λ′(s1)‖ <
1

2
, s1, s2 ∈ (a, b).

Thus, for all s1, s2 ∈ (a, b), one has

‖λ(s2)− λ(s1)‖ =
∥∥∥∥∫ s2

s1

λ′
∥∥∥∥ =

∥∥∥∥∫ s2

s1

λ′(s1)−
∫ s2

s1

[λ′(s1)− λ′]
∥∥∥∥

≥
∥∥∥∥∫ s2

s1

λ′(s1)
∥∥∥∥− ∥∥∥∥∫ s2

s1

[λ′(s1)− λ′]
∥∥∥∥

≥ ‖λ′(s1)‖ |s2 − s1| −
∣∣∣∣∫ s2

s1

‖λ′(s1)− λ′‖
∣∣∣∣

> |s2 − s1| −
1

2
|s2 − s1|

=
1

2
|s2 − s1|.

(5.6)

In particular it follows that λ is injective.

Set
Jε := {t ∈ E∗

ε |X0Γ(t) ∈ Im(λ)} = E∗
ε ∩ (X0Γ)−1(Im(λ)).

and
s(t) := λ−1 (X0Γ(t)) .

Observe that

X0Γ
′(t) = [X0Γ

′(t) · λ′(s(t))] λ′(s(t)) = σ(Γ(t))‖X0Γ
′(t)‖λ′(s(t))(5.7)

for all t ∈ Jε, hence
ηj,0H ◦ Γ = σ ◦ Γ ‖ηj,0H ◦ Γ‖ τ ◦X0 ◦ Γ

a.e. in E∗
ε , by Theorem 3.1(3). Then the equality (1) follows from the arbitrariness of ε and

j, by also recalling 3.1(1).

For t0, t ∈ Jε, one has

X0Γ(t) = λ(s(t)) = λ(s(t0)) + (s(t)− s(t0))λ
′(s(t0)) + o(s(t)− s(t0))

whereby

X0Γ(t)−X0Γ(t0)

t− t0
=
s(t)− s(t0)

t− t0
λ′(s(t0)) +

o(s(t)− s(t0))

t− t0
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namely (recalling that λ is a unit speed parametrization)

s(t)− s(t0)

t− t0
= λ′(s(t0)) ·

X0Γ(t)−X0Γ(t0)

t− t0
+
o(s(t)− s(t0))

t− t0
i.e.

s(t)− s(t0)

t− t0

(
1 +

o(s(t)− s(t0))

s(t)− s(t0)

)
= λ′(s(t0)) ·

X0Γ(t)−X0Γ(t0)

t− t0

for all t0, t ∈ Jε. It follows that

lim
t→t0
t∈Jε

s(t)− s(t0)

t− t0
= λ′(s(t0)) ·X0Γ

′(t0) = ‖X0Γ
′(t0)‖σ(Γ(t0))(5.8)

for all t0 ∈ Jε.

Now we are in position to show that if Λ : (a, b) → XH denotes the “tower parametrization”
induced by λ (i.e. as in (5.1), with λ in place of γ), then one has

YnΓ(t) = σ(Γ(t))n+1YnΛ(s(t)), n = 0, . . . , H − 1(5.9)

for all t ∈ Jε. We will prove it by induction.

First of all, by invoking (5.7) and (3.8) with n = 0 (and also recalling that σ0 ≡ 1), we get

P0 (Y0Γ(t)) = σ(Γ(t))P0 (Y0Λ(s(t)))

for all t ∈ Jε. The equality (5.9) for n = 0 follows.

Now let us assume (5.9) be true for n = 0, 1, . . . , h and show that

Yh+1Γ(t) = σ(Γ(t))h+2Yh+1Λ(s(t))(5.10)

for all t ∈ Jε. Indeed , if t ∈ Jε and consider {ti} ⊂ Jε converging to t, then

lim
i
σ(Γ(ti)) = σ(Γ(t))

by (5.5). Hence, without loss of generality, we can suppose

σ(Γ(ti)) = σ(Γ(t))(5.11)

for all i. It follows that

YhΓ(ti)− YhΓ(t)

ti − t
= σ(Γ(t))h+1YhΛ(s(ti))− YhΛ(s(t))

ti − t
.

Letting i→∞ and invoking (5.8), we obtain

YhΓ
′(t) = σ(Γ(t))h‖X0Γ

′(t)‖YhΛ
′(s(t))

namely

‖Xh+1Γ
′(t)‖Yh(Ph+1(Yh+1Γ(t))) = σ(Γ(t))h‖X0Γ

′(t)‖‖Xh+1Λ
′(s(t))‖Yh(Ph+1(Yh+1Λ(s(t))).

by (3.8). Thus we are reduced to verify that

‖Xh+1Γ
′(t)‖ = ‖Xh+1Λ

′(s(t))‖‖X0Γ
′(t)‖.(5.12)
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In order to prove such an equality, observe that (by assumption!)

Xh+1Γ(τ) = X0Γ(τ) +
h∑

n=0

YnΓ(τ) = X0Λ(s(τ)) +
h∑

n=0

σ(Γ(τ))n+1YnΛ(s(τ))

for all τ ∈ Jε. By also recalling (5.11), we get

Xh+1

(
Γ(ti)− Γ(t)

ti − t

)
= X0

(
Λ(s(ti))− Λ(s(t))

ti − t

)
+

h∑
n=0

σ(Γ(t))n+1Yn

(
Λ(s(ti))− Λ(s(t))

ti − t

)

thus, as usual letting i→∞ and recalling (5.8), it follows that

Xh+1Γ
′(t) =

[
X0Λ

′(s(t)) +
h∑

n=0

σ(Γ(t))n+1YnΛ′(s(t))

]
σ(Γ(t))‖X0Γ

′(t)‖

which implies at once (5.12), hence the formula (5.9).

Let us set

E∗ := ∪ε>0E
∗
ε .

Then (5.9) and Remark 5.1 imply that:

• If t ∈ E∗ and σ(Γ(t)) = 1, then Γ(t) ∈ GA;
• If t ∈ E∗ and σ(Γ(t)) = −1, then Γ(t) ∈ GR2\A.

Moreover

• For a.e. t ∈ [0,M(Tj)]\E∗ one has X0Γ(t) 6∈ ∂A or σ(Γ(t)) = 0.

Hence we find (denoting the carrier of Tj by Rj)

• σ = 1 a.e. in R∗
j ∩GA;

• σ = −1 a.e. in R∗
j ∩GR2\A.

Now the assertion (2) follows at once from the arbitrariness of j, taking into account Theorem
3.1(1).

In order to prove (3), let us again recall (5.9) and Remark 5.1. We get

Γ(Jε) ⊂ GA ∪GR2\A

for all ε > 0, hence

Γ(E∗) ⊂ GA ∪GR2\A.
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Then

H1
(
Γ(E)\(GA ∪GR2\A)

)
≤ H1 (Γ(E)\Γ(E∗))

≤ H1 (Γ(E\E∗))

≤ (Lip Γ)L1(E\E∗)

= 0

which proves (5.4).

It remains to verify (5.3). To this aim, observe that Proposition 5.2(2) and the assertion (1)
above imply

1 = ζ(x) · τ(x) =
∑

P∈X−1
0 (x)∩R∗

η0H (P ) · τ(x)
‖η0H (P )‖

θ(P ) =
∑

P∈X−1
0 (x)∩R∗

σ(P )θ(P )

for a.e. x ∈ ∂A. By recalling the assertion (2) and the equality (5.4), we obtain

1 = ϕR∗(X−1
0 (x) ∩GA)θ(X−1

0 (x) ∩GA) − ϕR∗(X−1
0 (x) ∩GR2\A)θ(X−1

0 (x) ∩GR2\A)

for a.e. x ∈ ∂A. Hence it follows

X−1
0 (x) ∩GA ∈ R∗

for a.e. x ∈ ∂A, which is equivalent to (5.3). �

We are finally ready to prove the following result extending [9, Theorem 5.1] to the context
of H-storey Gaussian towers. For the convenience of the reader we provide the complete
proof, even if it follows strictly the lines of [9].

Theorem 5.1. Let F be a standard integrand such that F ≥ c Fp, with p ≥ 1 and c > 0.
Consider the functional on the class of Lebesgue measurable subsets of R2, defined as follows

EF (A) :=

FF (TA) if A is a regular set,

+∞ otherwise

and let EF denote the lower semicontinuous envelope of EF with respect to the L1
loc(R

2)
topology, namely

EF (E) := inf
{
lim inf

h
EF (Eh)

∣∣∣Eh → E in L1
loc

}
.

Then

(1) One has

EF (A) = EF (A)

whenever A is a regular set. In other words, the functional EF is L1
loc-lower semicon-

tinuous on the family of regular sets, i.e. if A and Ah (h = 1, . . . ,∞) are regular
sets such that Ah → A in L1

loc then one has

EF (A) ≤ lim inf
h

EF (Ah).(5.13)
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(2) If the equality in (5.13) holds and its members are finite, i.e. if there exists a subse-
quence {Ah′} such that

EF (A) = lim
h′
EF (Ah′) < +∞,

then one has

TAh′
→ TA.

Moreover, if Q 7→ F (P,Q) is strictly convex (for all P ∈ XH) then one also has

EΦ(A) = lim
h′
EΦ(Ah′)

for all Φ ∈ Cc(XH ×XH).

Proof. (1) Let A and Ah (h = 1, . . . ,∞) be regular sets such that Ah → A in L1
loc. Without

loss of generality we can assume

lim inf
h

EF (Ah) < +∞

hence a subsequence {Ah′} of {Ah} has to exist such that

lim
h′
FF (TAh′

) = lim
h′
EF (Ah′) = lim inf

h
EF (Ah).(5.14)

From Theorem 4.1(2) it follows that for every sequence {h′′} ⊂ {h′} there exist {h′′′} ⊂ {h′′}
and a null-boundary current

T = [[R, η, θ]] ∈ G∗H,1

such that

TAh′′′
⇀ T, FF (T ) ≤ lim

h′′′
FF (TAh′′′

).(5.15)

By recalling Proposition 5.1 and (5.3), we obtain

H1(GA\(R∗ ∩X−1
0 (∂A))) = 0

hence

H1(GA\R) = 0.(5.16)

Moreover, by recalling

• the assertions (1) and (3) of Theorem 3.1,
• the assertion (2) of Proposition 5.3,
• the formulas (5.8) and (5.9),

we easily obtain that

η|GA = ηA.(5.17)
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Invoking (5.14), (5.15), (5.16) and (5.17), we finally get the semicontinuity inequality (5.13):

lim inf
h

EF (Ah) = lim
h′′′

EF (Ah′′′) = lim
h′′′

FF (TAh′′′
) ≥ FF (T )

=
∫

R
F

(
P,

η(P )

‖η0H (P )‖

)
‖η0H (P )‖θ(P ) dH1(P )

=
∫

R\GA

F

(
P,

η(P )

‖η0H (P )‖

)
‖η0H (P )‖θ(P ) dH1(P ) +

+
∫

GA

F

(
P,

η(P )

‖η0H (P )‖

)
‖η0H (P )‖θ(P ) dH1(P )

≥
∫

GA

F

(
P,

ηA(P )

‖(ηA)0H (P )‖

)
‖(ηA)0H (P )‖ dH1(P )

= EF (A).

(5.18)

In order to prove (2), let us assume that the equality holds in (5.13). Then (5.18) yields

0 =
∫

R\GA

F

(
P,

η(P )

‖η0H (P )‖

)
‖η0H (P )‖θ(P ) dH1(P )

≥ c
∫

R\GA

θ

‖η0H‖p−1
dH1

≥ cH1(R\GA).

By also recalling (5.16), it follows that (except for a null-measure set)

R = GA.

Then, recalling again (5.18), we find

0 =
∫

R
F

(
P,

η(P )

‖η0H (P )‖

)
‖η0H (P )‖

(
θ(P )− 1

)
dH1(P )

≥ c
∫

R

θ − 1

‖η0H‖p−1
dH1 ≥

∫
R
(θ − 1) dH1

hence θ ≡ 1.

Thus we have proved that T = TA. In particular the limit current T does not depend on the
choice of the subsequence {h′′}, whereby we conclude that

TAh′
⇀ T = TA.

The last statement in (2) follows at once from [16, Theorem 4.4.2], by setting

(µh′ , fh′) :=

(
|(TAh′

)0H | ,
ηAh′

‖(ηAh′
)0H‖

)
, (µ, f) :=

(
|(TA)0H | , ηA

‖(ηA)0H‖

)

and recalling Proposition 3.1(2). �
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6. Further results in the particular case of
2-storey Legendrian towers

Proposition 6.1. Let T be a 2-storey Legendrian tower in X2 and let Tj be as in claim (1)
of Theorem 3.1. Denote with R (resp. Rj) the projection to X0 of the carrier of T (resp.
Tj) and consider a C3-covering A of R (it exists by Theorem 3.1(2)!). Then one has

(1) Rj ⊂ R (modulo null-measure sets) and αAR|Rj = αARj
.

Moreover, if

Γ : [0,M(Tj)] → X2

is a Lipschitz parametrization of Tj with the properties stated in Theorem 3.1(3) and also
define

γα = (γ1
α, . . . , γ

D
α ) : [0,M(Tj)] → RD, α ∈ {0, 1}2

by

γi
α := Γ · ei

α, i = 1, . . . , D

then the following equalities (where ∗ is the usual Hodge star operator in RD)

(2) αAR ◦ (X0Γ) = ‖(∗γ01) γ11‖
‖γ10‖

(3) 〈(apDαAR) ◦ (X0Γ) , γ′00〉 =
(
‖(∗γ01) γ11‖

‖γ10‖

)′
hold almost everywhere in

E :=
{
t ∈ [0,M(Tj)]

∣∣∣ γ′00(t) exists and γ′00(t) 6= 0
}
.

Proof. (1) The inclusion Rj ⊂ R (modulo null-measure sets) follows trivially from (3.7).
Hence A covers Rj too and the conclusion follows from the definition of absolute curvature
given in [12] and summarized in §2.

Now on, we will concentrate on a (arbitrarily chosen) curve C of A. Without affecting the
generality of our argument, we will assume that

C = Gf :=
{
xu+ f(x)

∣∣∣ x ∈ R
}

where u is a unit vector in X0 and

f : R → (Ru)⊥

is a function of class C3 (with (·)⊥ we denote the orthogonal complement in X0).

For the sake of simplicity, without loss of generality, we will identify

X0Γ, Y0Γ, X1Γ, Y1Γ
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with
γ00, γ01, (γ00, γ01), (γ10, γ11),

respectively. Then the identities (3.8), which have to hold almost everywhere with n = 0, 1,
assume the form

γ′00 = σ0‖γ′00‖γ01, (γ′00, γ
′
01) = σ1‖(γ′00, γ′01)‖(γ10, γ11).(6.1)

Let us define

L := γ−1
00 (Gf ) ∩ {t | γ′00(t), γ

′
01(t) exist, γ′00(t) 6= 0 and (6.1) holds } .

We can assume

L1(L) > 0(6.2)

the null-measure case being trivial, as we shall understand below. Then, also invoking the
regularity of L1, we can find ε0 > 0 such that a closed subset Lε of L satisfying

L1(L\Lε) ≤ ε, L1(Lε) > 0.

has to exist for all ε ∈ (0, ε0]. If L∗ε denotes the set of the density points of Lε, one has

L∗ε ⊂ Lε, L1(Lε\L∗ε) = 0

the first one due to the fact that Lε is closed. If set

L∗ := ∪ε∈(0,ε0]L
∗
ε.

then

L∗ ⊂ L, L1(L\L∗) = 0.(6.3)

Since

L ⊂ γ−1
00 (Gf ) ∩ E, H1

(
γ−1

00 (Gf ) ∩ E\L
)

= 0

by definition, it follows from (6.3) that one also has

L∗ ⊂ γ−1
00 (Gf ) ∩ E, H1

(
γ−1

00 (Gf ) ∩ E\L∗
)

= 0.(6.4)

Observe that γ00(L
∗) ⊂ γ00(L) and

H1 (γ00(L)\γ00(L
∗)) ≤ H1 (γ00(L\L∗)) =

∫
L\L∗

‖γ′00‖ = 0.

Moreover, one obviously has

γ00(L) ⊂ Gf ∩ γ00([0,M(Tj)]), H1 (Gf ∩ γ00([0,M(Tj)]) \ γ00(L)) = 0

hence also

γ00(L
∗) ⊂ Gf ∩ γ00([0,M(Tj)]), H1 (Gf ∩ γ00([0,M(Tj)]) \ γ00(L

∗)) = 0.

Recalling [17, Theorem 16.2], we conclude that

γ00(L
∗) ∼ {points of density of Gf ∩ γ00([0,M(Tj)])}(6.5)

where ∼ means “is equivalent with respect to the measure H1 to”.

Preliminary to proving (2) and (3), we further need the following version of the obvious
Claim 3.1 stated above.
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Claim 6.1. Let ϕ, ψ : [a, b] → R be differentiable at s and assume that ϕ(th) = ψ(th) for
some sequence {th} ⊂ [a, b] converging to s, with th 6= s (for all h). Then ϕ′(s) = ψ′(s).

Consider s ∈ L∗ and observe that if define

x(t) := γ00(t) · u, t ∈ [0,M(Tj)]

then one has
f(x(t)) = γ00(t)− x(t)u

for all t ∈ γ−1
00 (Gf ). Now a sequence {th} with

th ∈ L∗ ⊂ γ−1
00 (Gf ), th 6= s (for all h)

and
th → s (as h ↑ ∞)

has to to exist, hence Claim 6.1 yields

f ′(x(s))x′(s) = γ′00(s)− x′(s)u.

As a consequence, for all s ∈ L∗, one has

x′(s) = γ′00(s) · u 6= 0

hence

γ01(s) · u 6= 0(6.6)

and

f ′(x(s)) =
γ01(s)

γ01(s) · u
− u.(6.7)

by (6.1). Now, just the same argument can be invoked to differentiate (6.7) at any s ∈ L∗.
We get

f ′′(x(s))x′(s) =
[γ01(s) · u]γ′01(s)− [γ′01(s) · u]γ01(s)

[γ01(s) · u]2

=
[γ01(s) ∧ γ′01(s)] u

[γ01(s) · u]2

namely

f ′′(x(s)) =
[γ01(s) ∧ γ11(s)] u

[γ10(s) · u][γ01(s) · u]2
(6.8)

by (6.1).

We can finally proceed to prove (2) and (3).

Proof of (2). We shall prove that one has

‖f ′′‖2(1 + ‖f ′‖2)− (f ′ · f ′′)2

(1 + ‖f ′‖2)3

∣∣∣∣∣
x(s)

=
‖(∗γ01(s)) γ11(s)‖2

‖γ10(s)‖2
, s ∈ L∗.(6.9)



A CLASS OF ONE-DIMENSIONAL GEOMETRIC VARIATIONAL PROBLEMS 27

Then (2) will follow at once, by recalling the statement (6.5) and observing that the left
hand side of (6.9) is just the square of the curvature of Gf at (γ00 · u)u + f(γ00 · u) (as one
can easily infer from (3.5) with γ(x) = xu+ f(x), by also recalling (3.4)).

In order to prove (6.9), first of all observe that the right hand side member makes sense, in
that γ10 does not vanish in L (hence in L∗), by the second equality in (6.1). Also observe
that

‖f ′′‖2(1 + ‖f ′‖2)− (f ′ · f ′′)2

(1 + ‖f ′‖2)3

∣∣∣∣∣
x(·)

=
‖(γ01 ∧ γ11) u‖2 − ([(γ01 ∧ γ11) u] · γ01)

2

(γ01 · u)2‖γ10‖2
.

holds in L∗, by (6.7) and (6.8). Therefore, by also recalling (3.4), we remain to show that
the equality

‖[(γ01 ∧ γ11) u] ∧ γ01‖
|γ01 · u|

= ‖γ01 ∧ γ11‖(6.10)

holds in L∗.

To this aim consider s ∈ L∗, assume γ01(s)∧γ11(s) 6= 0 (otherwise there is nothing to prove!),
denote by S the span of {γ01(s), γ11(s)} and by ũ the projection of u to S. Observe that
ũ 6= 0, by (6.6), hence we can find an orthonormal basis {ε1, ε2} of S such that

ε1 =
ũ

‖ũ‖
.

Then one has

‖[(γ01(s) ∧ γ11(s)) u] ∧ γ01(s)‖ = ‖[(γ01(s) ∧ γ11(s)) ũ] ∧ γ01(s)‖
= ‖ũ‖‖γ01(s) ∧ γ11(s)‖‖[(ε1 ∧ ε2) ε1] ∧ γ01(s)‖

where

[(ε1 ∧ ε2) ε1] ∧ γ01(s) = ε2 ∧ γ01(s) = (γ01(s) · ε1) ε2 ∧ ε1.

It follows that

‖[(γ01(s) ∧ γ11(s)) u] ∧ γ01(s)‖ = ‖ũ‖‖γ01(s) ∧ γ11(s)‖|γ01(s) · ε1|
= ‖γ01(s) ∧ γ11(s)‖|γ01(s) · ũ|

hence (6.10).

Proof of (3). Define

ρ(s) :=
‖(∗γ01(s)) γ11(s)‖

‖γ10(s)‖
, s ∈ L∗

and let Ω be the set of the s ∈ L∗ such that ρ′(s) exists and γ00(s) is a point of density of
Gf ∩ γ00([0,M(Tj)]).

At almost every point of γ00(L
∗\Ω), the set Gf ∩ γ00([0,M(Tj)]) has not density one. It

follows that

0 = H1 (γ00(L
∗\Ω)) =

∫
L∗\Ω

‖γ′00‖



28 SILVANO DELLADIO

by (6.5), hence

H1(L∗\Ω) = 0.(6.11)

Then consider

s ∈ Ω ⊂ L∗

and observe that L∗ has density one at s. By (6.11) also Ω has density one at s, hence a
sequence {sn}∞n=1 has to exist such that

Ω 3 sn → s, sn 6= s.

Since (6.9) holds, we get

ρ′(s) = lim
n

ρ(sn)− ρ(s)

sn − s
= lim

n

αAR ◦ γ00(sn)− αAR ◦ γ00(s)

sn − s
.

But αAR is approximately differentiable at γ00(s) and one has

αAR ◦ γ00(sn)− αAR ◦ γ00(s) =
〈
apDαAR(γ00(s)), γ00(sn)− γ00(s)

〉
+ o

(
γ00(sn)− γ00(s)

)
by Proposition 2.2 and by definition of apDαAR, hence the formula (3) holds in Ω.

The conclusion follows at once recalling that Ω is equivalent in measure to γ−1
00 (Gf ) ∩E, by

(6.4) and (6.11). �

Remark 6.1. In the special case of a smooth plane curve, the following representation formula
holds.

Proposition 6.2. Assume D = 2 and let γ,Γ, η be as in Example 3.2. Then one has

η

‖η00‖
◦ Γ =

(
γ01, κγ(∗γ01),

κγ

(1 + κ2
γ)

3/2

[
(1 + κ2

γ)(∗γ01)−
κ′γ
‖γ′‖

γ01

]
,

1

(1 + κ2
γ)

3/2

[
κ′γ
‖γ′‖

(∗γ01)− (1 + κ2
γ)κ

2
γγ01

])
.

Proof. Denote by λ the reparametrization of γ([a, b]) by arc length satisfying λ(0) = γ(a).
By adopting the same notation as in Example 3.2, we have

λ′00 = λ01, λ′01 = κλ(∗λ01).

Moreover

(λ10, λ11) =
(λ′, λ′′)

‖(λ′, λ′′)‖
=

(λ01, κλ(∗λ01))

(1 + κ2
λ)

1/2

by (3.2), hence

(λ10, λ11)
′ =

(1 + κ2
λ)

1/2(λ′01, κ
′
λ(∗λ01) + κλ(∗λ′01))− (1 + κ2

λ)
−1/2κλκ

′
λ(λ01, κλ(∗λ01))

1 + κ2
λ

=
(κλ(1 + κ2

λ)(∗λ01)− κλκ
′
λλ01 , (1 + κ2

λ)κ
′
λ(∗λ01)− (1 + κ2

λ)κ
2
λλ01 − κ2

λκ
′
λ(∗λ01))

(1 + κ2
λ)

3/2
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namely

λ′10 =
κλ

(1 + κ2
λ)

3/2

(
(1 + κ2

λ)(∗λ01)− κ′λλ01

)
and

λ′11 =
1

(1 + κ2
λ)

3/2

(
κ′λ(∗λ01)− (1 + κ2

λ)κ
2
λλ01

)
.

Recalling the equalities
λ = γ ◦ τ, κλ = κγ ◦ τ

where τ denotes the inverse function of t 7→
∫ t
a ‖γ′‖, it follows immediately that

λ′00 =
γ′

‖γ′‖
◦ τ = γ01 ◦ τ, λ′01 = κλ(∗λ01) = [κγ(∗γ01)] ◦ τ,

λ′10 =

[
κγ

(1 + κ2
γ)

3/2

(
(1 + κ2

γ)(∗γ01)−
κ′γ
‖γ′‖

γ01

)]
◦ τ

and

λ′11 =

[
1

(1 + κ2
γ)

3/2

(
κ′γ
‖γ′‖

(∗γ01)− (1 + κ2
γ)κ

2
γγ01

)]
◦ τ.

From
η

‖η00‖
◦ Γ ◦ τ = (λ′00, λ

′
01, λ

′
10, λ

′
11)

we finally get the conclusion. �

The next result shows that the representation formula given in Proposition 6.2 holds for a
general tower.

Proposition 6.3. Let D = 2 and consider a 2-storey Gaussian tower T = [[G, η, θ]] in X2.
For α ∈ {0, 1}2, let us set

ηi
α := η · ei

α, i = 1, 2

and
ηα := (η1

α, η
2
α).

The following facts hold

(1) If T is indecomposable, let

Γ : [0,M(T )] → X2

be as in Theorem 3.1(3). For α ∈ {0, 1}2, define

γi
α := Γ · ei

α, i = 1, 2

and
γα = (γ1

α, γ
2
α).

Moreover set

κΓ :=
γ11 · (∗γ01)

‖γ10‖
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where ∗ denotes the usual Hodge star operator in R2. Then almost everywhere in

E :=
{
t ∈ [0,M(T )]

∣∣∣ γ′00(t) exists and γ′00(t) 6= 0
}

one has η00 ◦ Γ 6= 0 and

η00

‖η00‖
◦ Γ = γ01

η01

‖η00‖
◦ Γ = κΓ(∗γ01)

η10

‖η00‖
◦ Γ =

κΓ

(1 + κ2
Γ)3/2

[
(1 + κ2

Γ)(∗γ01)−
κ′Γ
‖γ′00‖

γ01

]
η11

‖η00‖
◦ Γ =

1

(1 + κ2
Γ)3/2

[
κ′Γ
‖γ′00‖

(∗γ01)− (1 + κ2
Γ)κ2

Γγ01

]
.

(2) Given a C3-covering A of

R := X0G

(existing by Theorem 3.1(2)), for Q ∈ X2 let us define

Qi
α := Q · ei

α, α ∈ {0, 1}2; i = 1, 2

and

Qα := (Q1
α, Q

2
α), α ∈ {0, 1}2.

Moreover set

σ(x, y) := sign
(
y · (∗x)

)
, x, y ∈ R2.

Then the following formulae hold at almost every Q in G, with respect to the measure
H1 ‖η00‖:

η00

‖η00‖
(Q) = Q01,

η01

‖η00‖
(Q) = σ(Q01, Q11)α

A
R(Q00) (∗Q01),

η10

‖η00‖
(Q) =

σ(Q01, Q11)α
A
R(Q00)

[1 + αAR(Q00)2]
3/2

( [
1 + αAR(Q00)

2
]
(∗Q01) +

− σ(Q01, Q11)〈apDαAR(Q00), Q01〉Q01

)
,

η11

‖η00‖
(Q) =

1

[1 + αAR(Q00)2]
3/2

(
σ(Q01, Q11)〈apDαAR(Q00), Q01〉(∗Q01) +

−
[
1 + αAR(Q00)

2
]
αAR(Q00)

2Q01

)
.

Proof. (1) First of all, observe that

ηα ◦ Γ = γ′α, α ∈ {0, 1}2
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holds a.e. in [0,M(T )], by (i) of Theorem 3.1(3). Hence

ηα

‖η00‖
◦ Γ =

γ′α
‖γ′00‖

, α ∈ {0, 1}2

holds a.e. in E. In particular, invoking (3.8) with n = 0, we get at once

η00

‖η00‖
◦ Γ =

γ′00
‖γ′00‖

= γ01

almost everywhere in E, namely just the first equality.

We are reduced to prove that the following formulas

γ′01
‖γ′00‖

= κΓ(∗γ01)(6.12)

γ′10

‖γ′00‖
=

κΓ

(1 + κ2
Γ)3/2

[
(1 + κ2

Γ)(∗γ01)−
κ′Γ
‖γ′00‖

γ01

]
(6.13)

γ′11

‖γ′00‖
=

1

(1 + κ2
Γ)3/2

[
κ′Γ
‖γ′00‖

(∗γ01)− (1 + κ2
Γ)κ2

Γγ01

]
(6.14)

hold almost everywhere in E.

Proof of (6.12). By (3.8) with n = 1 and (3.10) with n = 0, one has respectively

(γ′00, γ
′
01) = ‖(γ′00, γ′01)‖(γ10, γ11)(6.15)

and

γ′01 · γ01 = 0(6.16)

almost everywhere in [0,M(T )]. Hence

γ11 · γ01 = 0(6.17)

almost everywhere in E. Also recalling the definition of κΓ and that (3.8) with n = 0, i.e.

γ′00 = ‖γ′00‖γ01,(6.18)

holds almost everywhere in [0,M(T )], we get

γ′01

‖γ′00‖
=

γ11

‖γ10‖
=

[
γ11

‖γ10‖
· (∗γ01)

]
(∗γ01) = κΓ (∗γ01)(6.19)

almost everywhere in E.

Proof of (6.13). From (6.18) and (6.19), it follows that

|κΓ| =
‖γ11‖
‖γ10‖

(6.20)
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almost everywhere in E, hence

1 + κ2
Γ =

1

‖γ10‖2
(6.21)

almost everywhere in E, by (6.15). As a consequence, we easily obtain

κΓκ
′
Γ = −γ10 · γ′10

‖γ10‖4
= −γ01 · γ′10

‖γ10‖3
(6.22)

almost everywhere in E, by Claim 6.1 and (6.15) , (6.18).

By (6.21), (6.22) and recalling the definition of κΓ, we conclude that the following formulae
hold almost everywhere in E:

κΓ

(1 + κ2
Γ)1/2

=
γ11 · (∗γ01)

‖γ10‖
‖γ10‖ = γ11 · (∗γ01)(6.23)

and

− κΓκ
′
Γ

(1 + κ2
Γ)3/2

=
γ01 · γ′10
‖γ10‖3

‖γ10‖3 = γ01 · γ′10.(6.24)

Hence

κΓ

(1 + κ2
Γ)3/2

[
(1 + κ2

Γ)(∗γ01)−
κ′Γ
‖γ′00‖

γ01

]
= [γ11 · (∗γ01)](∗γ01) +

(
γ′10
‖γ′00‖

· γ01

)
γ01.

It just remains to prove that

γ11 · (∗γ01) =
γ′10
‖γ′00‖

· (∗γ01)

almost everywhere in E. But such an equality is an easy consequence of (6.15) and (6.18),
as the following computation (which holds almost everywhere in E) shows:

γ′10

‖γ′00‖
· (∗γ01) =

[γ10 · (∗γ01)]
′ − γ10 · (∗γ′01)

‖γ′00‖
= −γ10 ·

[
∗
(
γ′01
‖γ′00‖

)]

= −γ10 ·
[
∗
(
γ11

‖γ10‖

)]
= −γ01 · (∗γ11)

= γ11 · (∗γ01).

Proof of (6.14). We will prove separately that the formula holds almost everywhere in Z and
in E\Z, where

Z :=
{
t ∈ E |κΓ(t) = 0

}
⊂ E.

Observe that
κ′Γ = 0

almost everywhere in Z. Also one has γ11 ≡ 0 in Z, by (6.20), hence

γ′11 = 0

almost everywhere in Z. It follows that (6.14) holds almost everywhere in Z.
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On the other hand, almost everywhere in E\Z, one has

κ′Γ
(1 + κ2

Γ)3/2
= −(γ01 · γ′10)‖γ10‖

γ11 · (∗γ01)
= − γ10 · γ′10

γ11 · (∗γ01)

and

κ2
Γ

(1 + κ2
Γ)1/2

=
[γ11 · (∗γ01)]

2

‖γ10‖
=
‖γ11‖2

‖γ10‖
by (6.15), (6.17), (6.18), (6.23), (6.24) and by recalling the definition of κΓ.

Then all we have to prove is that the following two equalities hold almost everywhere in
E\Z:

γ′11 · (∗γ01) = − γ10 · γ′10
γ11 · (∗γ01)

(6.25)

and

γ′11 · γ01

‖γ′00‖
= −‖γ11‖2

‖γ10‖
.(6.26)

First one has
‖γ10‖2 + ‖γ11‖2 = 1

almost everywhere in [0,M(T )]. Recalling (6.17), we get

−γ10 · γ′10 = γ11 · γ′11 = [(γ11 · γ01)γ01 + [γ11 · (∗γ01)](∗γ01)] · γ′11
= [γ11 · (∗γ01)][γ

′
11 · (∗γ01)]

almost everywhere in E. Hence, in particular, (6.25) follows.

Since (6.17) and (6.18) imply

γ11 = (γ11 · γ01)γ01 + [γ11 · (∗γ01)](∗γ01) = [γ11 · (∗γ01)](∗γ01)

almost everywhere in E, one also has

γ′11 = [γ′11 · (∗γ01) + γ11 · (∗γ′01)](∗γ01) + [γ11 · (∗γ01)](∗γ′01)
= [γ′11 · (∗γ01)](∗γ01) + [γ11 · (∗γ01)](∗γ′01)

almost everywhere in E, by (6.15). Hence, invoking again (6.15), (6.18) and (6.17), we finally
obtain

γ′11 · γ01 = [γ11 · (∗γ01)][(∗γ′01) · γ01]

= −‖γ′00‖[γ11 · (∗γ01)]

[
γ′01
‖γ′00‖

· (∗γ01)

]

= −‖γ
′
00‖

‖γ10‖
[γ11 · (∗γ01)]

2

= −‖γ
′
00‖‖γ11‖2

‖γ10‖
almost everywhere in E, namely (6.26).
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(2) It can be easily derived from the statement (1), Theorem 3.1(1) and Proposition 6.1. �

As an example of application of the machinery developed throughout the paper, we provide
the following result.

Theorem 6.1. (1) Let [[G, η, θ]] be a 2-storey Gaussian tower in X2. Then, at H1 G∗

a.e. Q, one has

F2

(
η(Q)

‖η00(Q)‖

)
= 1 + 2αX0G(Q00)

2 +
〈apDαX0G(Q00) , Q01〉2

[1 + αX0G(Q00)2]2
.

(2) If A is a regular set, then

EF2(A) =
∫

∂A
1 + 2α2 +

‖D∂Aα‖2

(1 + α2)2
dH1

where α is the absolute curvature of ∂A and D∂A denotes the tangential differentiation
operator in ∂A.

(3) Let Ah (h = 1, 2, . . . ) and A be regular sets such that Ah → A in L1
loc(X0). Then∫

∂A
1 + 2α2 +

‖D∂Aα‖2

(1 + α2)2
dH1 ≤ lim inf

h

∫
∂Ah

1 + 2α2
h +

‖D∂Ahαh‖2

(1 + α2
h)

2
dH1

where α and αh are the absolute curvatures of ∂A and ∂Ah, respectively.

Proof. (1) follows from the second assertion in Proposition 6.3, by a standard computation.
Hence we get (2), also by recalling the area formula. Finally Theorem 5.1(1) yields (3). �

References

[1] G. Alberti: On the structure of singular sets of convex functions. Calc. Var. 2, 17-27 (1994).
[2] G. Anzellotti, S. Delladio: Minimization of Functionals of Curvatures and the Willmore Problem. Ad-

vances in Geometric Analysis and Continuum Mechanics, International Press, 33-43 (1995).
[3] G. Anzellotti, R. Serapioni and I. Tamanini: Curvatures, Functionals, Currents. Indiana Univ. Math. J.

39, 617-669 (1990).
[4] G. Bellettini, G. Dal Maso, M. Paolini: Semicontinuity and Relaxation Properties of a Curvature De-

pending Functional in 2D. Ann. Scuola Norm. Sup. Pisa Cl. Sci. XX, n. 2, 247-297 (1993).
[5] M. Berger, B. Gostiaux: Differential Geometry: Manifolds, Curves, and Surfaces. Springer-Verlag 1988.
[6] S. Delladio: Slicing of Generalized Surfaces with Curvatures Measures and Diameter’s Estimate. Ann.

Polon. Math. LXIV.3, 267-283 (1996).
[7] S. Delladio: Do Generalized Gauss Graphs Induce Curvature Varifolds? Boll. Un. Mat. Ital. 10−B,

991-1017 (1996).
[8] S. Delladio: Minimizing functionals on surfaces and their curvatures: a class of variational problems in

the setting of generalized Gauss graphs. Pacific J. Math. 179, n. 2, 301-323 (1997).
[9] S. Delladio: Special Generalized Gauss Graphs and their Application to Minimization of Functionals

Involving Curvatures. J. reine angew. Math. 486, 17-43 (1997).
[10] S. Delladio: On hypersurfaces in Rn+1 with integral bounds on curvature. J. Geom. Anal. 11, n. 1,

17-41 (2000).



A CLASS OF ONE-DIMENSIONAL GEOMETRIC VARIATIONAL PROBLEMS 35

[11] S. Delladio: A result about C2-rectifiability of one-dimensional rectifiable sets. Application to a class
of one-dimensional integral currents. To appear in Boll. Un. Matem. Italiana [PDF available at the page
http://eprints.biblio.unitn.it/archive/00000783/].

[12] S. Delladio: A result about C3-rectifiability of Lipschitz curves. To appear in Pacific J. Math.
[13] S. Delladio: A sufficient condition for the CH -rectifiability of Lipschitz curves. Submitted paper [PDF

available at the page http://eprints.biblio.unitn.it/archive/00000934/].
[14] M.P. Do Carmo: Differential Geometry of Curves and Surfaces. Prentice-Hall, Inc., Englewood Cliffs,

New Jersey, 1976.
[15] H. Federer: Geometric Measure Theory. Springer-Verlag 1969.
[16] J.E. Hutchinson: Second fundamental form for varifolds and the existence of surfaces minimizing cur-

vature. Indiana Univ. Math. J. 35, 45-71 (1986).
[17] P. Mattila: Geometry of sets and measures in Euclidean spaces. Cambridge University Press, 1995.
[18] F. Morgan: Geometric Measure Theory, a beginner’s guide. Academic Press Inc. 1988.
[19] L. Simon: Lectures on Geometric Measure Theory. Proceedings of the Centre for Mathematical Analysis,

Canberra, Australia, vol. 3, 1984.

E-mail address: delladio@science.unitn.it

Dipartimento di Matematica, 38050 Povo, Trento, Italy (Fax: 0039 0461 881624)


