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Abstract. Ontology Alignment is one of the biggest challenges of semantic web
research. Recently there has been some attention on automatic alignment meth-
ods and number of matching tools have been developed. One of the open problem
of automatic matching currently is the evaluation of the quality of automatically
generated mappings. Normally, reference mappings are used to compute the pre-
cision and recall of automatically created mappings. Often, however, such ref-
erence mappings do not exist and creating them by hand is not feasible for large
ontologies. In this paper, we extend previous work on overcoming this problem by
proposing a method for automatically generating highly correct reference map-
pings. In particular, we consider the case where we do not have shared instances
for the ontologies to be aligned and report the results of an experiment in which
we used automatic document classification as a basis for creating a reference
mapping. We present the results of our experiment on medical datasets and show
that the result provides a useful basis for comparing matching systems.

1 Introduction

A lot of work has been done in the area of databases and information systems to cope
with schema heterogeneity. Recently, the problem of aligning conceptual models is
gaining importance in the context of semantic web research. In this context, a number
of systems that automatically try to find alignments between conceptual models have
been developed [16]. In order to be able to rely on such automatic alignment methods,
we need to be able to estimate the quality of the created alignments. This raises the
question of how to evaluate automatically generated mappings. There are two standard
approaches to this problem.

– Manual evaluation by domain experts
– Automatic evaluation against a reference mapping

In the first case, the mappings created an alignment tool are presented to a domain
expert who determines which of the automatically created mappings are incorrect. This
approach has some disadvantages because it has to be redone every time mappings are
created. This problem can be solved by once setting up a reference alignment that is
known to contain only correct mappings. This alignment does not change and can be



used repeatedly to evaluate the results of different tools and approaches. Therefore, the
existence of good reference alignments is an important requirement for a successful
evaluation of automatic alignment approaches. As we cannot expect that such align-
ments exist for relevant alignment problems – if there was an alignment there would
not be a need for automatic matching – we have to think about ways to create reference
alignment when needed.

In this paper we propose a method allowing (semi-) automatic construction of refer-
ence mapping set for the matching problem involving two conceptual hierarchies. The
key idea of our method is to produce an incomplete set of highly correct mappings ex-
ploiting the evidence provided by documents classified under the nodes of conceptual
hierarchies. Subsequently this set is verified by comparison with manually created map-
pings. Due to its inherent incompleteness the reference mapping set can not be exploited
for evaluation of matching results precision, because correct mappings not contained in
the incomplete reference mapping would be counted as false positives. However, it al-
lows to estimate recall, what according to [15] is much more an issue for state of the art
matching systems. In contrast to previous work [2] we exploit automatic classifiers in
order to produce the set of the classified documents. This significantly reduces the hu-
man effort for the reference mapping acquisition and substantially extends the domain
of our method applicability. We have applied our method to case study of reference
mapping acquisition for two medical vocabularies (MESH and CRISP). Both vocabu-
laries contain order of tenth thousands nodes. As a result we have obtained a reference
mapping containing thousands of mappings. As from evaluation results we argue that
our method allows to reduce significantly the effort for reference mapping acquisition
in large scale mapping problems. We provide an empirical evidence that our methodol-
ogy for reference mapping acquisition is a good approximation of a manually created
reference mapping and can therefore be used to evaluate existing matching systems
with respect to their completeness. Additionally we show that the reference mapping
produced by our method exhibits some important properties that guarantee fairness in
the evaluation of different approaches (compare [2]).

The paper is structured as follows. In Section 2 we illustrate the problem of generat-
ing and evaluating automatically generated mappings. In particular, we explains the use
of reference mappings for evaluation and the difference between the problem of acquir-
ing reference mappings and the general matching problem and present our approach to
the problem. The evaluation of this approach in a real world case study is described in
section 3. Section 4 concludes the paper.

2 Evaluation of Ontology Mappings

The work reported in this paper is carried out in the context of the heterogeneity work-
package of the European Research network KnowledgeWeb. The aim of this workpack-
age is to define a general framework for representing ontology mappings as well as to
develop and test methods for automatically creating and evaluating such mappings[9].
In the following, we briefly present the notions of mapping and semantic matching used
in KnowledgeWeb and explain the role of our work on generating reference mappings
for evaluating matching results.



The problem of semantic matching consists of finding a set of mappings between
conceptual structures that correctly represent semantic relations between elements in
the two structures. This problem can be illustrated using the simple example in Figure
1 that shows small parts of the two medical terminologies used in our experiments. The
task of semantic matching is to identify candidates to be merged or to have relationships
under an integrated hierarchy. In Figure 1 this would mean to recognize that Plants is
equivalent to plant and Bacteria is less general than microorganism.

Fig. 1. Parts of MESH and CRISP conceptual hierarchies

Once these relations have been identified, they are encoded in terms of a set of
mappings that are represented as a 4-tuple [9]:

(e, e′, n,R)

where e and e′ are elements from the different models, for example e = Bacteria
and e′ = microorganism, R specifies the semantic relation that has been identified
between them, in this case R =⊆ and n is a degree of confidence that R correctly
describes the real sematic relation between e and e′. The idea of a reference mapping
is now that it correctly describes the true semantic relations between elements in two
models using expressions of the form given above.

2.1 The Evaluation Problem

Provided that a reference mapping exists, the problem of evaluating an automatically
generated mapping can be reduced to the problem of comparing two sets of mappings.
This comparison can be based on well known measures from information retrieval, in
particular Precision and Recall. Ehrig an Euzenat describe a general framework for
computing precision and recall over sets of mappings [6]. In particular, they define
the notion of relaxed precision and recall in the following way, where E represents the
automatically generated mapping set, R is the reference mapping set and ω is a function
that returns the overlap between the two mapping sets.

Precω(E,R) =
ω(E,R)
|E|

Recω(E,R) =
ω(E,R)
|R|

. (1)



Traditionally, the overlap between between two mapping sets is computed by count-
ing the number of mappings shared by the two sets, in particular ω(E,R) = E ∩ R.
The situation is illustrated in figure 2.

Fig. 2. Mapping comparison in the case of complete reference mapping set.

In practice, the use of this measure is complicated by two facts. First of all, not all
matching systems support different kinds of semantic relations. In particular, system
like COMA [12] or the approach of Euzenat and Valtchev [8] only support equiva-
lence of elements. other relations like the inclusion relation between Bacteria and
microorganism in our example are represented via equivalence relation and a possibly
lower degree of confidence. As the reference mapping, however, is assumed to represent
the true semantic relations between elements, we assume that it contains different types
of semantic relations, at least the common set operations.The second problem that has
already been mentioned above is the need to have a complete reference mapping set to
be able to compute precision. It is clear from figure 2 and the definitions of precision
and recall, that in order to compute precision, we need to know all correct mappings,
because otherwise, we cannot determine the set of false positives (E/R). As a result,
recent evaluation efforts such as the Ontology Alignment Evaluation Initiative [7] con-
centrated on rather small artificial data sets where complete reference mappings can
be created manually. At the same time industrial size schemas contain up to tenth thou-
sands of nodes. Scaling up to such real world data sets is a major problem. In fact human
annotator needs to consider a quadratic number of potential relations between elements
in the different models For example, in order to produce the reference mapping for the
medical terminologies we used in our experiments up to 150000× 10000 = 1, 5× 109

potential relations have to be considered.

2.2 Our Approach

In order to overcome this problem, the idea of our work is to exploit an incomplete
reference mapping set for evaluation of matching solutions. Figure 3 illustrates this
idea.

Instead of computing precision and recall for automatically acquired mappings in
the way described in equation 2, we compute the following measures instead:

Prec =
|E ∩R′|)

|E|
Rec =

|E ∩R′|
|R′|

. (2)



Fig. 3. Mapping comparison in the case of incomplete reference mapping set.

We can see that the definition of recall is still intact in the sense that it correctly
computes the recall of E with respect to the reduced reference mapping R’. The de-
finition of precision, however, is flawed as the expression |E ∩ R′| does not provide
us with a correct assessment of the number of correct results as we do not know the
difference between complete and incomplete reference mapping sets - the false posi-
tives (dotted and dashed-dotted areas in Figure 3). As a consequence of this we cannot
estimate the precision of an automatically generated mapping. However if we assume
that the incomplete reference mapping set is a good representative of the complete one
we can use the recall with respect to R′ as an estimate for the recall with respect to the
complete reference mapping.

In [2] we define a number of criteria for deciding whether R′ is a good represen-
tation of R and therefore a good basis for estimating the recall. These criteria are the
following. For a more detailed motivation of these criteria, we refer to the original work.

– Correctness, namely the fact that the dataset can be a source of correct results.
– Complexity, namely the fact that the dataset is ”hard” for state of the art matching

systems.
– Discrimination ability, namely the fact that the dataset can discriminate among var-

ious matching approaches.

Actually creating the incomplete reference mapping set R′ requires to correctly
identify the semantic relations between a sufficient number of concepts in the ontologies
to be aligned. In order to cope with this problem we propose to look at the pragmatic
use of concepts. Often the nodes in conceptual hierarchies are used to organize doc-
uments or contents like images. Our working assumption is that the set of documents
classified under a given node implicitly defines its meaning. Therefore two nodes have
a similar meaning if the sets of documents classified under them have a considerable
overlap. This approach has been followed by instance based matching approaches (see
for example [4, 13]). In these works the interpretation of a node is approximated by a
model computed through statistical learning. Of course the accuracy of the interpreta-
tion is affected by the error of the learning model. We follow a similar approach but
without the statistical approximation.

The key distinction between instance-based matching and our approach is in the
scope. We are focused on acquisition of relatively small number of highly precise map-
pings while matching approaches aim to produce complete set of mappings for the
given matching task. Incomplete reference mapping (such as the one produced by our
method) allows to evaluate the recall but not the precision of the matching results, where
recall is defined as a ratio of reference mappings found by the system to the number of



reference mappings and precision is defined as ratio of reference mappings found by
the system to the number of mappings in the result. However, as highlighted in [15],
the biggest problem in state of the art matching systems is recall, while precision is
much less an issue. The challenge for our evaluation methodology in this paper is to
prove that reference mapping produced using our method is a good approximation of
manually acquired one and that it posses desirable from matching solutions evaluation
perspective properties.

3 Experimental Evaluation

The concrete problem statement underlying our work is the question of how to evaluate
the results of the Ontology Alignment Evaluation Challenge1. In particular, the 2005
challenge featured two real world data sets in terms of ontologies to be aligned. The first
data set consisted of parts of the Yahoo!, Google and Looksmart web directories. For
this dataset, we successfully created a reference mapping set based on shared instances
in terms of web pages classified into all directories [2]. The second data set consisted of
ontologies describing human anatomy. As these ontologies do not come with instance
data, the approach described in [2] cannot directly be applied to this data set. In order
to also be able to provide a reference mapping for this second real world case our
goal is to automatically create shared instance data for these ontologies by classifying
medical documents into the two ontologies. The experiments reported in the following
have been carried out as a proof of concept that it is actually possible to create shared
instance data by classifying documents and successfully use it to create a reference
mapping according to the method described in [2]. We did not use the actual anatomy
ontologies as a basis for this proof of concept, because we wanted to compare the results
of our method with a manually created reference mapping in order to be able to assess
the quality of our method. For this reason, we chose to use medical terminologies from
UMLS (Unified Medical Language System) as a basis for our experiments.

In a first step we extracted two conceptual hierarchies from UMLS. In the sec-
ond step we created shared instance data by indexing a standardized medical document
set using terms from the two hierarchies. In the third step, the we computer a refer-
ence mapping. Finally, we evaluated the generated reference mapping against manual
mappings from UMLS and the quality criteria mentioned above. In the following, we
provide details of this process.

3.1 Data Selection and Preparation

The UMLS metathesaurus (in the following UMLS) is a hierarchical thesaurus that in-
tegrates a number of terminological sources (such as thesauri or classifications) in the
medical domain and currently contains information about over 1 million biomedical
concepts and 5 million concept names from more than 100 controlled vocabularies and
classifications. The metathesaurus integrates concepts from different sources by arrang-
ing them in a common hierarchy that preserves the taxonomic relations of the source.

1 http://oaei.ontologymatching.org/



This feature makes UMLS a perfect basis for evaluating our methodology, because
we use our approach to create a reference mapping between two of the terminologi-
cal sources and compare the result to the manually created mapping encoded in the
metathesaurus. We selected two of the terminological sources contained in UMLS as
the basis for our evaluation. The first of the sources is the MeSH (Medical Subject
Headings) that contains more than 150.000 medical terms organized in a hierarchy. The
second information source is the CRISP (Computer Retrieval of Information on Scien-
tific Projects) terminology which contains more than 10.000 concepts each associated
with a number of different terms. Both sources were translated into conceptual hierar-
chies by extracting the nodes connected by subterm/superterm relationships. In order
to perform an instance-based comparison of the conceptual hierarchies, we used an ex-
isting corpus of medical documents. The OHSUMED test corpus is a set of 348,566
references from MEDLINE, the on-line medical information database, consisting of ti-
tles and/or abstracts from 270 medical journals over a five-year period (1987-1991).
The set has been used in the TREC (Text Retrieval Conferences) to assess the quality
(in terms of precision and recall) of indexing software.

3.2 Step 2. Document Classification

In the second step, we classified the documents from the OHSUMED test corpus into
the two conceptual hierarchies using a state of the art system for concept-based doc-
ument indexing and retrieval provided by the Dutch company Collexis. The Collexis
system consists of two parts: a concept-based indexing machine and a vector match-
ing machine. The concept-based indexing machine exploits a thesaurus and basic word
stemming techniques to recognize terms that identify a certain concept in a text. The
indexing machine assigns to each concept found in a text a weight that indicates the
(relative) importance of that concept for representing the meaning of the text. The im-
portance of a concept with respect to a given document is determined by the normalized
frequency corresponding terms occur in the document. For each document, a so-called
fingerprint is created. A finger print is a vector that contains all relevant concepts with
the corresponding relevance value. Based on the fingerprint, the matching engine is able
to retrieve documents by comparing a query fingerprint with a collection of fingerprints
for documents using various matching algorithms. The result is an ordered (descending)
list of scores between the concept fingerprints in the collection and the search finger-
print. Details of the different fingerprint matching algorithms are given below.

The standard product of two vectors is used in most algorithms. It is defined as

m(q, f) =
n∑

c=1
fc · qc and where fc denotes the weight of concept c in fingerprint f. A

vector f is used as a fingerprint from a collection; a vector q is used as the query finger-
print. We tested the following different concept matching algorithms to determine the
relevance score (SR) of a document with respect to a certain concept in the thesaurus.

basic: SR = m(f, q)
collexis: SR = m(1/sf , δq) where sf is a measure for the specificity of a concept (or

normalized inverse frequency of a concept in a document set) and where δq is a
vector with value 1 for concepts in q and 0 otherwise.



vector: SR = m(f, q)/
√

m(f, f) ·m(q, q)
dice: SR = 2 ·m(f, q)/(m(f, f) + m(q, q))
quadsum: SR = m(q · δf , q · δf )
jaccard: SR = m(f, q)/(m(f, f) + m(q, q)−m(f, q))

Note that for the case of classifying documents, the query fingerprint only consists of
a single concept with score 1. The document was considered to be classified under the
given concept if it’s relevance score (SR) exceeded a threshold taken as 0.1 by default.
Hereafter we call this process classification and we refer to different concept matching
algorithms as classification algorithms.

Previous experiments based on a comparable dataset showed that the system has an
accuracy of about 70% 2. We cannot expect to get much better results in this step. A
basic question therefore is if this classification accuracy is sufficient for our purpose.

3.3 Hypothesis Generation

Based on the result of the document classification step, we created hypotheses for se-
mantic relations to be included in the reference mapping set. As our goal was to create
an incomplete but highly correct mapping set, we first pruned the set of concepts con-
sidered for the mapping by removing concepts with a small number of classified doc-
uments. In particular we removed all concepts from the two hierarchies that had less
than five instances, because hypotheses generated based on such small sets of instances
do not have enough support. In the next step, we focussed the search for semantic rela-
tions by manually pre-selecting subtrees of the two concept hierarchies that are likely
to have a semantic overlap. We recognized 10 potentially overlapping pairs of subtrees.
For each of these pairs we ran an exhaustive assessment between all the possible pairs
of nodes in two related subtrees.

A measure of support for hypotheses about the semantic relation between two nodes
S and P in a conceptual model can be derived from the F1 measure known from infor-
mation retrieval [3]. In particular, the similarity of two sets of documents is defined as
the ratio between the marginal sets and the shared documents:

Equivalence =
|OS

P |
|MS

P |+ |MP
S |

where the set of shared documents is defined as OS
P = P ∩ S and MS

P = S \ OS
P

is the marginal set of documents classified by S and not classified by P (similarly
MP

S = P \OS
P ). The following equivalence applies OS

P = OP
S . Notice that ”O” stands

for ”overlapping” and ”M” stands for ”Marginal set”.
The generalization relationship holds when the first node has to be considered more

general of the second node. Intuitively, it happens when the documents classified under
the first nodes occur in the ancestor of the second node, or the documents classified
under the second node occur in the subtree of the first node. Following this intuition we
can formalize the generalization hypothesis as

Generalization =
|OS

P |+ |OP
AS
|+ |OS

TP
|

|MS
P |+ |MP

S |
2 Collexis, personal communication



where OP
AS

represents the set of documents resulting from the intersection between
MP

S and the set of documents classified under the concepts in the hierarchy above S
(i.e. the ancestors); similarly OS

TP
represents the set of documents resulting from the

intersection between MS
P and the set of documents classified under the concepts in the

hierarchy below P (i.e. the children).
In a similar way we can conceive the specialization relationship. The first node is

more specific than second node when the meaning associated to the first node can be
subsumed by the meaning of the second node. Intuitively, it happens when the docu-
ments classified under the first nodes occur in the subtree of the second node, or the
documents classified under the second node occur in the ancestor of the first node.

Specialization =
|OS

P |+ |OP
TS
|+ |OS

AP
|

|MS
P |+ |MP

S |

where OP
TS

represents the set of documents resulting from the intersection between
MP

S and the set of documents classified under the concepts in the hierarchy below S
(i.e. the children); similarly OS

AP
represents the set of documents resulting from the

intersection between MS
P and the set of documents classified under the concepts in the

hierarchy above P (i.e. the ancestors).
For each pair of concepts in the selected subhierarchies we computed normalized

values for Equivalence, Generalization and Specialization. The corresponding seman-
tic relation was assumed to hold between the concepts if the corresponding value was
higher that 0.5. In cases where more than one of the values was above this threshold,
we selected the relation with the highest support. Based on this selection the initial
reference mapping set was created.

3.4 Evaluation

We carried out a detailed evaluation of the generated reference mapping set. In the
course of this evaluation, we assessed the three quality criteria for a reference mapping
set mentioned in section 2.2.

Correctness Correctness is the basic requirement for a reference mapping set. In order
to evaluate correctness we compared them with the manually created mappings encoded
in the UMLS metathesaurus, The transitive closure of the has child (CHD) and the nar-
rower meaning (RN) relations was considered as less generality. The transitive closure
of their inverses was considered as more generality. Equivalences were derived from
the cases when two nodes in MESH and CRISP conceptual hierarchies were assigned
to exactly the same UMLS Metathesaurus concept. We did not distinguish among dif-
ferent semantic relations. Therefore, for example, the mapping hypothesis A v B was
considered to be correct if A ≡ B was derived from UMLS Metathesaurus.

Additionally, we performed a manual inspection of mappings that were detected
by our method but that were not contained in UMLS. For each of these mappings we
determined whether the mapping was actually incorrect of whether the mapping should
actually be part of UMLS.



Complexity and Discrimination Ability Assessing the additional criteria of complexity
and discrimination ability requires to compare the reference mapping set with the result
of different automatic matching systems in order to find out whether the mappings in
the reference mapping are hard to determine and whether they do not bias a specific
system. For this purpose, we applied the following state of the art matching systems to
the UMLS data set and compared the results with our reference mapping set.

– S-Match [11] is a generic semantic matching tool. It takes two tree-like structures as
an input and produces a set of mappings between their nodes. The matching process
is based on translation of tree matching problem (assuming as a background theory
context [10]) into satisfiability problem in propositional logic.

– COMA++ [1] is a generic syntactic matching tool. It takes two tree-like structures
as an input and produces the mapping combining the results of several string and
structure matchers.

– FOAM [5] is a syntactic OWL ontologies matching tool. It produces the mapping
by aggregation of previously estimated similarity features.

– Falcon [14] is a syntactic OWL ontologies matching tool. It produces mapping
exploiting linguistic and graph matchers.

In the evaluation we have exploited default settings for S-Match and COMA++. The
settings for Falcon and FOAM were taken from the latest ontology mapping evaluation
OAEI-2005 [7]. In order to obtain the results from ontology matching tools we have
converted the dataset in OWL format exploiting the methodology of the latest ontol-
ogy mapping evaluation (see [7] for more detail). Similar to reference mapping quality
evaluation we did not distinguish among different semantic relations. Therefore, for ex-
ample, the mapping A ≡ B produced by COMA++ increased the recall of the system
even if reference mapping set contained A v B relationship.

Since we expected a considerable overlap between the reference mapping sets and
the UMLS Metathesaurus, the major requirement to the matching systems was to not
exploit UMLS Metathesaurus as a knowledge source. At best of our knowledge all state
of the art matching systems (including 4 we have chosen for the evaluation) comply to
this requirement.

3.5 Results

Based on the six different vector matching algorithms used for classifying documents
into the concepts of the two concept hierarchies involved we obtained six different ref-
erence mapping sets that we evaluated. The first observation made about the different
mapping sets is the fact that while most of the classification methods produced a refer-
ence mapping set with more than 7.000 mappings, the collexis algorithms sticks out as
the corresponding mapping set only contains about 1.700 mappings (compare figure 4).

Correctness Comparing the reference mappings with the manual mapping contained in
UMLS we see that the small number of mappings in the set created using the collexis
method also has a significant influence on the correctness of the mapping set. While
the other mapping sets contain less than 50% correct mappings and are therefore not



Fig. 4. Number of mappings in the reference mapping sets produced exploiting various classifi-
cation algorithms

Fig. 5. Percentage of correct mappings in the reference mapping sets produced exploiting various
classification algorithms. UMLS Metathesaurus is considered to be a golden standard

suitable as a reference mapping, the mapping set created using the Collexis method
contains 70% correct mappings.

A manual assessment of the remaining 30% of the mappings revealed that the this
mapping set is actually better than the number of 70% seems to suggest. In fact it turned
out that many of these mappings are actually correct but are not included in UMLS.
This can be explained by the fact that human experts have a variance of up to 20% in
comparison with their own results if the mapping problem is difficult. If we take into
account the number of correct mappings not in UMLS, the collexis mapping set has a
correctness of 95% (compare figure 6)

We conclude that the methodology proposed in the paper allows to produce the
correct reference mapping sets.

Complexity Complexity measures the difficulty of finding the mappings in the reference
mapping set using automatic matching tools that try to find complete mappings. In
order to determine the complexity of a mapping set, we therefore analyze the recall of
different matching systems with respect to the collexis mapping set. The highest degree
of completeness achieved by any of the system as slightly lower 30%. Most systems
had a completeness of between 8 to 16% (compare figure 7).



Fig. 6. Results of the Manual Assessment of the Collexis mapping set

Fig. 7. Percentage of correctly determined mappings (Recall)

As previously reported recall values on artificially produced matching problems for
these systems were around 60-80% we conclude that the mapping set is hard for state
of the art syntactic and semantic matching systems.

Discrimination ability Discrimination ability measures the ability of the reference map-
ping set to clarify the strengths and weaknesses of different automatic matching sys-
tems. In order to measure this we checked for each rule in the reference mapping how
many of the systems mentioned above were able to find the mapping. It turned out that
only 5% of the mappings were found by all 4 systems. At the same time about 70% of
the mappings were found by only one of them. This means that it contains a number of
mappings which are hard to find for some of the systems and easy for others (compare
figure 8).

We conclude that the collexis mapping set is highly discriminating as it enables us
to analyze the weaknesses of particular systems by looking at those mappings that could
not be found by that particular system.

4 Conclusion

In this paper we addressed the problem of evaluating automatic ontology matching ap-
proaches in the context of the Ontology Alignment Evaluation Initiative. In particular,



Fig. 8. Partitioning of mappings found by matching systems according to the number of systems
which found them

we argued that evaluation is possible on the basis of an incomplete but highly correct
reference mapping set. The specific Problem addressed in the paper was the identifi-
cation of semantic relations between concepts in different ontologies based on shared
instances that have been created by automatically classifying documents into the two
ontologies. Our main goal was to provide a proof of concept that automatically classi-
fied instances can be used as a basis for identifying these relations. For this purpose, we
classified a medical document set with respect to two concept hierarchies, computed
semantic relations based on the overlap of instances and compared the result with a
manually created mapping set provided by the UMLS metathesaurus.

Based on the results of our experiments we are now able to draw some conclusions
about the feasibility of automatic reference set generation. Our first observation is that
the approach worked quite well for the example. We were able to create a reference set
with about 1.700 mappings of which 95% were correct. This result makes us optimistic
that our method will also produce a useful reference mapping for the anatomy data set
used in the alignment challenge. Beyond this general conclusion we gained a number
of insights in the factors that influence the result. The first insight is that the correctness
of the produced reference mapping set critically depends on the accuracy of the classi-
fication step. At this step it is essential to already tune the classification method towards
correctness while completeness is less important. At this point, we have to rely on in-
sights from the area of document classification to fine-tune the methods to the given
data set. The second insight is that despite the promising results, it is clear that manual
prost-processing is needed to ensure the correctness of the results. This step cannot be
omitted, but the use of our method significantly reduces the search space for human
experts that . In our case the effort for manually checking sematic relations between
concepts was reduced from consideration of 150000× 10000 = 1, 5× 109 relations to
the collexis data set, which is about 1700 mappings or 5 orders of magnitude less than
the original number.

The main issue for future work is to get more insights in the generality and limita-
tions of the approach. In particular, we need to better understand what minimal require-
ments ontologies and document sets must satisfy to support automatic classification of
documents. A potential problem is the fact, that most existing ontologies do not con-



tain information about synonyms and often use rather complex concept names. More
experiments are needed in order to find out in how far this is a problem for our method.
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